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Constructal Design of Cooling
Channel in Heat Transfer System
by Utilizing Optimality of Branch
Systems in Nature
There are similarities between the morphology of branch systems in nature and the layout
of cooling channel in heat transfer system in engineering. The branch systems in nature
always grow in such a way that approximate global optimal performances can be
achieved. By utilizing the optimality of branch systems in nature, an innovative layout
design methodology of cooling channel in heat transfer system is suggested in this paper.
The emergent process of branch systems in nature is reproduced according to their
common growth mechanisms. Branches are grown under the control of a so-called nu-
trient density so as to make it possible for the distribution of branches to be dependent on
the nutrient distribution. The growth of branches also satisfies the hydrodynamic condi-
tions and the minimum energy loss principle. If the so-called nutrient density in the
generation process of branch systems is referred to as the heat energy in a heat transfer
system, the distribution of branches is responsible for the distribution of cooling chan-
nels. Having similar optimality of branch systems in nature, the constructed cooling
channel can be designed flexibly and effectively in any shape of perfusion volume to be
cooled adaptively to very complex thermal boundary conditions. The design problems of
both a conductive cooling channel and a convective cooling channel are studied, and the
layouts of two-dimensional and three-dimensional cooling channels are illustrated. The
cooling performances of the designed heat transfer systems are discussed by the finite
element method analysis and are compared with the results designed by other conven-
tional design methods. �DOI: 10.1115/1.2426357�

Keywords: layout optimization, cooling channel, heat transfer, branch system, construc-
tal theory
Introduction
The research frontier of heat transfer systems is being pushed in

he direction of smarter and more effective distribution of cooling
hannels in order to meet the developing requirements, for ex-
mple, the miniaturization, high speed, high density of electronic
ackages, and the high-precision productions by injection molding
rocess. There is no doubt that the layout of a cooling channel
mpacts greatly on the cooling performance of a heat transfer sys-
em, thus the optimum layout design problem of cooling channels
as attracted considerable attention during the past 2 decades.
owever, the most widely adopted cooling channel is the straight
arallel cooling channel, and related research work is focused on
he optimum spacing of the cooling channels �1–4�. It is noted that
he straight parallel cooling channel has some major drawbacks,
or example, great pressure drop and nonuniform temperature dis-
ribution of the whole system. In recent years, a remarkable layout
esign method termed constructal theory has been suggested by
ejan �5�. Its basic design principle is that better global perfor-
ance of a heat transfer system is achieved when the thermal

esistances are minimized, i.e., when the thermodynamic imper-
ection is distributed in space optimally �5�. It results in a tree-like
etwork, in which every single geometric detail is determined
heoretically. The constructal theory was first proposed in a prob-
em of pure heat conduction �6,7�, and was extended subsequently
o design the layout of convective fins �8� and fluid flow �9–11�.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 12, 2004; final manuscript re-

eived October 17, 2005. Review conducted by Ashley F. Emery.

ournal of Heat Transfer Copyright © 20
Recently, some new styles of tree-like heat transfer systems, such
as multi-scale structure and tree-shaped networks with loops, have
been developed by the constructal theory �12,13�.

On the other hand, computer modeling and visualization of
branch systems in nature, such as lungs, vascular tissues, botanical
trees �canopies, roots, leaves�, etc., have emerged as a vibrant area
of interdisciplinary research, attracting the efforts of biologists
and doctors. The first geometrical computer model of a tree-like
body has been proposed by Honda �14�, in which the model is
described by a relatively few parameters of branch angle and rela-
tive ratio of branch length. Since then, much related research has
appeared in both botanical tree and animal vascular systems
�15–18�. Although the morphologies and the growth environments
of various branch systems in nature are different and their growth
mechanisms are unknown in detail, the geometric forms �sizes,
shapes, and topologies� of branch systems in nature can be con-
sidered to be resulted from such common growth principles that
they must provide the easiest way for the current to flow through
the whole network. As a result, the branch systems in nature al-
ways show an approximate global optimal performance that can
minimize the costs of construction and maintenance of the fluid
transportation system under the restraints of a growth environment
�19�.

It is noted that there are similarities between the branch systems
in nature and the engineering systems and structures, because
shapes and structures spring from the struggle for better functional
performance in both nature and engineering. Thus, it can be ex-
pected that optimum layout of the cooling channel in a heat trans-
fer system would be obtained by the generation method based on

the growth mechanism of branch systems in nature. Actually, the

MARCH 2007, Vol. 129 / 24507 by ASME



r
t
s
r
t
c
m
g
m
t
q

i
o
s
b
g
p
l
s
t
n
c
t
s
m
d
p
n
b
b
m
s
t
p
h
t
s
b
t
c
t
n
a
a
s
t
d
i
c
s
t

2
t

s
d
b
i
Q

b
c
�
w
d
g

2

elationship of layout pattern between the branch systems in na-
ure and engineering systems and structures has been revealed by
ome recent research. From the engineering point of view, the
esults of the constructal theory for designing the layout of heat
ransfer system have shown that the thought of the objective and
onstraints principle used in engineering is also the growth
echanism of natural flow systems �5�. In contrast, based on a

rowing and branching tree model, we have succeeded in opti-
um design of stiffener layout patterns for plate and shell struc-

ures to achieve minimum compliance and maximum natural fre-
uency �20,21�.

In this paper, an innovative layout design methodology of cool-
ng channels in the heat transfer system by utilizing the optimality
f branch systems in nature is suggested. The method is based on
uch essential characteristics of branch systems in nature that
ranches can grow by adapting themselves automatically to the
rowth environments in order to achieve a better global functional
erformance, such as the maximum absorption of nutrition or sun-
ight in plants and the intelligent blood distribution of a vascular
ystem in the animal body. Because there are similarities between
he branch systems in nature and heat transfer systems in engi-
eering, it can be expected that optimum layout of the cooling
hannel in the heat transfer system would be obtained by utilizing
he generation method based on the growth mechanism of branch
ystems in nature. First, the common optimality and growth
echanisms of branch systems in nature are studied, and a repro-

uction approach of the emergent process of branch systems is
roposed. Branches are grown under the control of a so-called
utrient density so as to make it possible that the distribution of
ranches is dependent on the nutrient distribution. The growth of
ranches also satisfies the hydrodynamic conditions and the mini-
um energy loss principle. Then, the generation method of branch

ystems in nature is applied to the layout design problem of a heat
ransfer system. If the so-called nutrient density in the generation
rocess of the branch system is referred to as the heat energy in a
eat transfer system, the distribution of branches is responsible for
he distribution of cooling channels. Because the simulated branch
ystem can grow adaptively corresponding to the nutrient distri-
ution, the cooling channel can be constructed adaptively under
he control of the heat energy so as to make it possible to achieve
omparative uniform temperature distribution of the whole heat
ransfer system. Having similar optimality of branch systems in
ature, the constructed cooling channel can be designed flexibly
nd effectively in any shape of perfusion volume to be cooled
daptively to very complex thermal boundary conditions. The de-
ign problems of both a conductive cooling channel and a convec-
ive cooling channel are studied, and the layouts of two-
imensional and three-dimensional cooling channels are
llustrated. The cooling performances of the designed cooling
hannels are discussed by the finite element method �FEM� analy-
is and are compared with the results designed by other conven-
ional design methods.

Reproduction of Emergent Process of Branch Sys-
ems in Nature

It is necessary to reproduce the emergent process of branch
ystems in nature in order to apply their optimality to engineering
esign. As shown in Fig. 1, a fluid transportation branch system
etween a point M and a finite-size volume V is to be reproduced,
n which Q0 is the total volumetric flow through the point M, and

i is the volumetric flow at any point belonging to the volume V.

2.1 Growth Mechanism. A typical fluid transportation
ranch system in nature which has the most common essential
haracteristics is: �1� a dichotomous hierarchical branch system;
2� a network over all the specified perfusion space; �3� a system
ith minimum energy loss; �4� a flow system satisfied the hydro-
ynamic constraints of fluid pressure and flow; and �5� a network

rown adaptively to the local growth environment. In order to

46 / Vol. 129, MARCH 2007
reproduce the emergent process of such a branch system, a certain
nutrient density is supposed in advance to distribute over all the
specified perfusion space, which can be considered as the water or
fertilizer distribution in the soil when the root system of a plant
grows. Then, a dichotomous hierarchical branch system, geom-
etries of which are shown in Fig. 2, begins to grow from seed
�point M in Fig. 1� and extends over all the specified perfusion
space �the finite-size volume V in Fig. 1� by the restraints of
minimum energy loss and the hydrodynamic conditions. Branches
grow adaptively according to the local growth environment, i.e.,
toward the higher nutrient space similar to the hydrotropism in the
root system of a plant. Thus, the distribution of branches is de-
pendent on the distribution of the initial nutrient density in order
to absorb nutrition as much as possible. As a result, during the
generation process of the branch system, the average nutrient den-
sity decreases and the nutrient distribution over the perfusion
space tends to be uniform. The prerequisites to construct such a
fluid transportation branch system are described as follows:

1. Branching law stands for the relationship of radii between
the parent branch and the daughter branches, which is
adopted at every bifurcation point. For a dichotomous
branch system, it is formulated by the following Eq. �1�

r0
� = r1

� + r2
� �1�

where r0, r1, and r2 are radii of the parent branch and the
daughter branches, respectively, as shown in Fig. 2. The bi-
furcation exponent, �, is physiologically reasonable when it
is in the range of 2���3 �17�. Murray’s law shows when
�=3 the energy loss for transporting material throughout the
whole network is made minimum.

Fig. 1 A fluid flow between a point and a finite-size volume
Fig. 2 Geometry of a dichotomous branch system

Transactions of the ASME
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2. Growing law relates to the growing direction and the grow-
ing velocity of a new branch, which is assumed to be depen-
dent on the local nutrient distribution �adaptive growth�. A
new terminal site is always positioned at the point with the
highest nutrient density in the local growth space around the
grown branches. If there is more than one point having the
highest nutrient density in the local growth space, it is se-
lected by a pseudo-random number sequence �PRNS�.

3. The hydrodynamic conditions are assumed so that each ter-
minal branch has the same flow and pressure to bathe the
whole perfusion space evenly. Such hydrodynamic charac-
teristics are similar to that of arterial vascular systems in the
human body �17�. The branches are assumed to be cylinders.
Flows in the branches are assumed as fully developed lami-
nar flow, which obey Poiseuille’s law formulated by the fol-
lowing Eq. �2�

Q =
�r4

8�

�P

l
�2�

where Q is the volumetric flow rate; �P is the pressure drop;
r and l are the radius and the length of the vessel; and � is
the dynamic viscosity of the fluid.

4. The criterion of optimality is defined in terms of the func-
tional structure of the branch system, which is the volume of
the whole branch system �22� in the suggested model. So the
branch system is designed in such a way that the volume of
it is minimized

V = �
i=1

n

ri
2li → min �3�

where ri, li are the radius and the length of branch i; and n is
the total number of branches.

According to the above prerequisites, the branch system can be
rown under the control of the nutrient density, and by satisfying
he hydrodynamic conditions, as well as the minimum energy loss
rinciple. The growth process stops when the average nutrient
ensity in the perfusion space cannot be decreased anymore. It
mplies that no more branches can be grown in the perfusion
pace because of lack of either nutrition or fluid pressure.

2.2 Simulation Results.

2.2.1 Branch Systems Generated on Circular Perfusion Areas.
irst, branch systems are generated on some circular perfusion
reas to show the characteristics of the simulated branch systems
nd to discuss some influence factors introduced in the generation
ethod.

2.2.1.1 Emergent process of branch system. Figures 3�a�–3�d�
how the emergent process of a two-dimensional branch system
enerated on a circular perfusion area, in which the numbers of
ranches in the growth process are 501, 1001, 2001, and 6743,
espectively. The initial nutrient density is distributed uniformly.

urray’s law is adopted as the branching law, i.e., the bifurcation
xponent � in the law is assumed to be 3. The PRNS is selected as
when a new terminal site is located in the local growth space.

he local growth space ratio �LGSR� is set as 1 /25, which will be
iscussed later. The final number of branches is 6743. If the cir-
ular perfusion area is considered as a plate with the thickness of
/14 of its radius, the branch volume fraction, i.e., the ratio of the
ranch volume to the whole plate volume, is 1.56%.

Figures 4�b�–4�d� show the emergent process of a two-
imensional branch system generated on a circular perfusion area
istributed with nonuniform nutrient density. The nutrient distri-
ution is shown in Fig. 4�a�, in which the circular perfusion area
s divided symmetrically into four parts, and two diagonal parts
re assigned with the same nutrient densities. The ratio of the

ower nutrient density to the higher nutrient density is assumed to

ournal of Heat Transfer
be 0.6. Murray’s law is adopted as the branching law as well. The
PRNS and the LGSR are selected as 4 and 1/25, respectively. The
final number of branches is 5583, and the branch volume fraction
is 1.50% which is calculated under the same assumption as Fig. 3.

As shown in Figs. 3 and 4, the following essential characteris-
tics of the simulated branch systems can be found:

1. The simulated branch systems can fill up the whole specified
spaces and the distributions of branches are dependent on
the assigned distribution of nutrient densities. It is obvious
that the distribution density of branches is almost uniform in
the case of uniformly distributed nutrient density �Fig. 3�d��,
while the distribution densities of branches generated on the
higher and the lower nutrient density areas are distinctly

Fig. 3 Emergent process of a branch system generated on a
circular perfusion area with uniform nutrient density

Fig. 4 Emergent process of a branch system generated on a

circular perfusion area with nonuniform nutrient density

MARCH 2007, Vol. 129 / 247
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different in the case of nonuniformly distributed nutrient
density �Fig. 4�d��. Consequently, the nutrient density is the
most important factor impacted on the morphology of the
simulated branch system. This characteristic can be consid-
ered to be responsible for the adaptive growth characteristics
of branch systems in nature, for example, the hydrotropism
of a root system of the plant, and the phototropism of a tree
branch system.

2. During the growth process of the branch system generated
on the area with the uniformly distributed nutrient density
�Fig. 3�, a trunk grows first, and some boughs grow spread-
ing the whole perfusion area at very initial period. However,
a number of twigs finally grow. On the other hand, in the
case of the nonuniformly distributed nutrient density �Fig.
4�, a trunk, boughs, and some twigs grow on the higher
nutrition density area at first, and boughs spread the lower
nutrition density area latterly. Finally, a number of twigs
grow spreading the whole perfusion area.

3. The simulated branch system has both thicker and thinner
size levels, which can be considered to be responsible for the
characteristics of a fluid transportation branch system in na-
ture that the thicker branches convey a long-distance mate-
rial transportation, and the thinner ones exchange material
with the environment.

By comparing with the essential characteristics of branch sys-
ems in nature, it can be said that the simulated branch systems are
ualitatively similar to the branch systems in nature.

2.2.1.2 Branch systems resulted from different local growth
pace ratios. The new terminal site at each growth step can be
elected only in the local growth space, which is similar to the
rowth mechanism of a root branch system of a plant that the
istal branches have sentience of the local growth environment for
xtending new branches. The local growth space is described as a
ectangular area in a two-dimensional branch system, which is the
rown branch space adding to the increased local growth space.
he grown branch space illustrated as the dark gray area in Fig. 5

s a space including all the grown branches, while the increased
ocal growth space illustrated as the light gray area in Fig. 5
ncludes a few unit elements in up, down, left, and right direc-
ions. In order to grow branches evenly in all directions, the in-
reased numbers of unit elements along all directions are assumed
o be the same. New terminal sites cannot be selected beyond the
ocal growth space. The parameter of the local growth space is
efined as LGSR, which is the ratio of ni /nt, where ni is the
ncreased unit element number along one direction in the in-
reased local growth space, and nt=max�ntx ,nty�, in which ntx and

ty are the total unit element numbers of the whole growth space
long the horizontal and the vertical directions.

Figure 6 shows the branch systems resulted from different
GSR, in which the LGSR is set as: �a� 4/75, �b� 7/150, �c� 1/25,

Fig. 5 Local growth space in two-dimensional perfusion area
nd �d� 2/75, respectively. The PRNS is set as 6 and Murray’s law

48 / Vol. 129, MARCH 2007
is adopted. It is found that the branch volume fractions increase by
decreasing the value of LGSR, which are 0.56%, 1.55%, 1.60%,
and 1.95%, respectively. And a similar changing tendency is
found for the total number of segments. The branches are long and
straight in the case of larger LGSR �Figs. 6�a� and 6�b��, while
they are short and curved in the case of smaller LGSR �Figs. 6�c�
and 6�d��. It is noted that too large LGSR results in too thin and
too long branches �Fig. 6�a��, which induce a very great viscous
resistance and pressure consumption. As a result, new branches
may not be grown in some areas because of lack of pressure drop,
and the branch system consists of too small a number of branches.
Therefore, the LGSR cannot be selected too large, similar to the
fact that the distal branches of a root system in a plant cannot
detect too large a growth environment for extending new
branches.

2.2.1.3 Branch systems resulted from different pseudo-random
number sequences. The morphology of a branch system is im-
pacted by the position of the new terminal site at each growth
step. However, a new terminal site is selected on where the nutri-
ent density is highest in the local growth space. Therefore, if there
is more than one point having the highest nutrient density in the
local growth space, different PRNSs for locating the new terminal
site must result in different topologies of branch systems. Figure 7
shows the branch systems resulted from different PRNSs, in
which the PRNS is set as: �a� 4, and �b� 8, respectively. The LGSR
is set as 1 /25 and Murray’s law is adopted. By comparing with
Figs. 3�d� and 6�c�, where the PRNSs are set as 2 and 6, respec-
tively, it can be found that different topologies are formed because
of different PRNSs. However, the essential characteristics of these
branch systems are similar and the branch volume fractions for all
cases are also very close. This characteristic of the simulated
branch systems is similar to branch systems in nature that
branches extend themselves randomly under the control of the
adaptive growth rules, but the basic characteristics of each kind of
branch system in nature are very alike because of the same genetic
factors.

2.2.1.4 Branch systems resulted from different branching
laws. The topology of a branch system is also dependent on the

Fig. 6 Branch systems resulted from different local growth
space ratios „LGSR…
bifurcation exponent, �, governing the shrinkage of radii from

Transactions of the ASME
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arent to daughter segments. It is noted again that 2���3 is
ndicated by some experimental measurements and is considered
easonable by most of the researchers.

Figure 8 shows the branch systems resulted from different bi-
urcation exponents, in which � is set as: �a� 2.5, and �b� 3.5,
espectively. The PRNS and the LGSR are set as 6 and 1/25. By
omparing with Fig. 6�c�, where � is set as 3.0 �Murray’s law�, it
s found that different topologies are formed because of the dif-
erent bifurcation exponents �. It is obvious that a smaller value
f � results in larger cross sections of big segments as compared
o small ones, while the difference of cross-sectional areas be-
ween the larger and the smaller segments decreases when � in-
reases. On the other hand, different values of � have a distinct
mpact on the distribution of flow velocity and the pressure profile
rom root segment to terminal segments. Moreover, it is noted
rom the simulation results that the branch volume fraction of �
3.0 is smallest among three cases, i.e., Murray’s law results in

he branch system with the smallest volume.

2.2.2 Branch Systems Generated in Several Perfusion Spaces
ith Different Shapes. Figure 9�a� shows a rectangular perfusion

rea assigned with a complex distribution of the nutrient density,
n which the rectangular area is divided into six equal parts, and
he higher and the lower nutrient densities are assigned alternately.
he ratio of the lower nutrition to the higher nutrition is set as 0.6.
he corresponding simulated branch system is shown in Fig. 9�b�,

n which the LGSR and the PRNS are set as 1 /50 and 6, and
urray’s law is adopted. It is found that the branch system can fill

p the whole rectangular perfusion areas as well, even if there are
orners. And it is obvious that the distribution densities of
ranches on the higher and the lower nutrition density areas are
istinctly different. If the rectangular perfusion area is considered
s a plate with the thickness of 3 /100 of its long edge length, the
ranch volume fraction of the system is 1.60%.

Figure 10 shows a branch system generated in a half spherical

ig. 7 Branch systems resulted from different pseudo random
umber sequences „PRNS…
ig. 8 Branch systems resulted from different branching laws

ournal of Heat Transfer
surface perfusion space, in which: �a� shows the three-
dimensional image; �b� shows the front view; and �c� shows the
bottom view. The LGSR and the PRNS are set as 1 /100 and 6,
and Murray’s law is adopted. The initial nutrient densities are
distributed uniformly. It is found that the main characteristics of
the three-dimensional branch system are similar to that of the
two-dimensional branch system.

In conclusion, it is said that the suggested generation method
can grow branch systems to fill up any specified perfusion area

Fig. 9 Branch system generated on a rectangular perfusion
area with nonuniformly distributed nutrition density
Fig. 10 Branch system generated in a half spherical surface

MARCH 2007, Vol. 129 / 249
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daptively to the arbitrarily distributed initial nutrition densities.
nd the generated branch systems are qualitatively similar to the
ranch systems in nature.

Layout Design of Cooling Channel in Heat Transfer
ystem
In a uniform composition material, the heat energy is a function

f temperature. If the concept of the so-called nutrient density in
he generation process of branch systems is referred to as the heat
nergy in a heat transfer system, and the material dealt with is
ssumed to be a uniform composition, the growth process of
ranches can be considered as an adaptive growth of the cooling
hannel according to the local temperature. Thus it is possible to
pply the generation method based on the growth mechanism of
ranch systems in nature to the layout design of cooling channel
n heat transfer systems.

3.1 Conductive Cooling Channel Design. A conductive
ooling channel is an insert made of a high thermal conductivity
aterial in a background matrix, which is made of a low thermal

onductivity material. The ratio of the thermal conductivity of the
igh-conductivity material �kp� to the low-conductivity material
k0� is usually assumed to be k=kp /k0�1 so as to make it pos-
ible to remove the heat generated in the matrix through the con-
uctive cooling channel. The layout design of the conductive
ooling channel is to decide the optimum distribution of the finite
mount of material kp in the matrix such that the temperature
istribution of the whole volume can be made as uniform as pos-
ible. The problem is worth studying because of the engineering
pplications such as the smaller and smaller electronic package
imensions. The miniaturization makes the convective cooling
mpractical, because the ducts through which the coolant must
ow take up too much space.
A plate is considered as the finite-size volume to be cooled. A

atural branch-like conductive cooling channel is constructed by
he generation method based on the growth mechanisms of branch
ystems in nature, the cross section of which is assumed to be a
ectangle with the same thickness as the plate. The width of the
hannel, however, is assumed to be the same as the diameter of
he corresponding segment in the simulated branch system.

First, a circular plate with the ratio of the thickness to the di-
meter of 0.01 is considered. The plate is assumed to be made of
lass-reinforced polymer, the thermal conductivity of which is set
s k0=0.2 W/mK. The layout of the conductive cooling channel
s based on the original branch system shown in Fig. 6�c�, in
hich some branches with smaller cross sections are omitted. The

ooling channel is assumed to be made of copper, the thermal
onductivity of which is set as kp=400 W/mK. Thus, the ratio of
he thermal conductivities of the high-conductivity material �kp� to
he low-conductivity material �k0� is k=kp /k0=2000.0. It is noted
hat the original branch system is generated under a uniformly
istributed nutrient density, so the distribution of volumetric heat-
enerating rate in the background matrix is correspondingly as-
umed to be uniform, which is q�=105 W/m3. The temperature at
he heat sink located at the boundary is set as Tmin=10°C. The
hole structure is insulated from the environment.
Figure 11�a� shows the FEM model created by several imaged

T scan slides by the image-based structural analysis software
OXELCON, in which the channel volume fraction is 9.71%.
igure 11�b� shows the temperature field of the whole plate, in
hich the lighter color stands for the higher temperature and the
arker one stands for the lower temperature. The maximum tem-
erature is Tmax=38.85°C. The nondimensional global volume-

o-point resistance, which is defined as the ratio �T̃= �Tmax
Tmin�k0 / �q�A� �A is the area of the plate� is 0.0074.
Next, the temperature field of a circular plate with a natural

ranch-like conductive cooling channel under a nonuniformly dis-

ributed volumetric heat-generating rate is analyzed. The geomet-
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ric and material parameters are assumed to be the same as that of
Fig. 11. The conductive cooling channel is based on the original
branch system shown in Fig. 4�d�, in which the circular area was
divided into symmetrical four parts, and two diagonal parts were
assigned with the same nutrient densities. The ratio of the lower
nutrient density to the higher nutrient density was assumed to be
0.6. According to its generation conditions, the distribution of the
volumetric heat-generating rate over the circular plate is set to be
identical to that of the nutrient density �the same location and the
same ratio�, as shown in Fig. 12�a�. The higher heat-generating
rate illustrated as the darker color in Fig. 12�a� is set as qh�
=105 W/m3, while the lower one illustrated as the lighter color in
Fig. 12�a� is set as q1�=0.6�105 W/m3. The other analysis ther-
mal parameters are identical to that adopted in Fig. 11. Figures
12�a� and 12�b� show the FEM model with the channel volume
fraction 6.95%, and the temperature field of the whole plate with
the maximum temperature Tmax=40.09°C. The nondimensional

global volume-to-point resistance �T̃ is 0.0096, where q�= �qh�
+ql�� /2.

3.2 Convective Cooling Channel Design. A convective cool-
ing channel means the heat generated in the matrix is removed by
a flow of coolant. A flat plate or a curved shell is considered,
inside of which a natural branch-like convective cooling channel
is constructed. As similar to that done for the conductive cooling
channel, the layout of a convective cooling channel is based on a
certain corresponding original branch systems generated by the
method based on the growth mechanisms of branch systems in
nature. In order to make the coolant flow through the channel, the
convective cooling channel is assumed as a circular pipe, the di-
ameter of which is assumed to be identical to that of the corre-

Fig. 11 FEM model and temperature field of a circular plate
with a natural branch-like conductive cooling channel under
uniform heat-generating rate

Fig. 12 FEM model and temperature field of a circular plate
with a natural branch-like conductive cooling channel under

nonuniform heat-generating rate
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ponding segment in the original simulated branch system. The
eat generated in the matrix is due to a certain distributed heat
ux applied on the surface of the plate or shell.
Actually, this problem is a transient heat conduction problem

etween the solid and the coolant in the pipe. However, because
ur prime goal here is to confirm the heat conduction efficiency of
he heat transfer system with a natural branch-like convective
ooling channel, the problem is simplified as a steady-state heat
onductive problem, which can be dealt with by the image-based
tructural analysis software VOXELCON. However, it is neces-
ary to consider the energy balance in the system responsible for
he fluid convection. Because the temperature of coolant becomes
igher and higher by passing through the cooling channel from
nlet to outlet, the energy balance due to the fluid convection can
e approximately considered as the distribution change of the
emperatures at the channel wall, which can be formulated by the
ollowing Eq. �4� �23�

�Twi =
qli

�cCcriuci
�4�

here q is the heat flux applied uniformly on the upper half part
f the pipe; �c and Cc are the density, and the specific heat of
oolant, respectively, and uci is the average velocity of coolant
hrough branch i, which is dependent on the branching law �Eq.
1�� and is given by

uci � ri
�−2 �5�

Equation �5� implies if the bifurcation exponent �=2, the aver-
ge velocity of coolant throughout the whole network keeps con-
tant; and if the bifurcation exponent �	2, the average velocity
f coolant becomes slower and slower by flowing through the
uccessive branch generations. It is noted when Murray’s law ��
3� is adopted, the ratio of average velocity of coolant through

he parent branch to that through the daughter branch is simply
roportional to the ratio of their radii. In conclusion, if the volu-
etric flow and the temperature at inlet are specified, the tempera-

ure at each segment wall can be determined by Eq. �4�.
In the following design examples, the matrix is assumed to be
ade of beryllium–copper alloy, the thermal conductivity of
hich is set as k=260 W/mK. The coolant flowed through the

ooling channel is assumed as water at 20°C, the viscosity of
hich is 10−3 Pa s.
First, a circular plate with a branch-like convective cooling

hannel in its middle plane is considered. The thickness of the
late is assumed to be 1/14 of its radius. As shown in Fig. 13, a
niformly distributed heat flux is applied on the top surface of the
late, the bottom surface is insulated from the environment, and
he circumference is on the forced air convection. The analysis
arameters are summarized in Table 1.

Figure 14 shows the FEM models and temperature fields of
hree circular plates with branch-like convective cooling channels
esulted from different branching laws. The branch-like convec-

ig. 13 Analysis model of a circular plate with a convective
ooling channel
ive cooling channels in the heat transfer systems are constructed

ournal of Heat Transfer
based on the corresponding branch systems shown in Figs. 8�a�,
6�c�, and 8�b�, in which the bifurcation exponents � are 2.5, 3.0,
and 3.5, respectively. The left part of Fig. 14 shows the middle
planes of the FEM models, in which the channel volume fractions
are 1.77% for �=2.5, 1.28% for �=3.0, and 1.32% for �=3.5,
respectively. The right part of Fig. 14 shows the temperature fields
that are scaled by the maximum temperature Tmax=44.67°C
among the three cases. The maximum temperatures are Tmax
=44.67°C for �=2.5, Tmax=33.94°C for �=3.0, and Tmax

Table 1 Analysis parameters of a plate applied a uniform heat
flux

Thermal conductivity
�beryllium–copper alloy�

k=260.0 W/mK

Heat transfer coefficient �forced air convection� h=500.0 W/m2K
Heat flux �uniform distribution� q=5.0�105 W/m2

Temperature at inlet Tmin=20.0°C
Volumetric flow at inlet Q=8�10−5 m3/s

Fig. 14 FEM models and temperature fields of heat transfer
systems with branch-like convective cooling channels resulted

from different branching laws
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34.20°C for �=3.5, respectively. It is easy to find that the case
f �=3.0 results in the most uniform temperature distribution and
he most nonuniform one is the case of �=2.5. It is noted that the
olumes of the convective cooling channels from small to large
re put in order as �=3.0, 3.5, and 2.5, which is the same se-
uence with the uniformities of temperature distributions. The
ondimensional global thermal conductance defined as the ratio

=qA / ��Tmax−Tmin�kR� �A and R are the area applied with heat
ux, and the radius of the circular plate, respectively� is 21.66 for
=3.0, which is 1.77 times of that of �=2.5, and 1.02 times of

hat of �=3.5. If the pressure drops in bends are ignored, the
ressure drop �P between the inlet and the outlet of each branch-
ike convective cooling channel can be evaluated approximately
y the Poiseuille’s law �Eq. �2��, in which the terminal volumetric
ow at each outlet is assumed with the same value. The nondi-

ensional resistance �P̃=�PV / �8�Q�, where V is the total vol-
me of the cooling channels, is 5.52�104 for �=3.0, which is
.07 times of that of �=2.5, and 0.75 times of that of �=3.5. It is
ound that although the pressure consumption in the case of �
2.5 is a little smaller than that in the case of �=3.0, �=3.0

esults in much greater global thermal conductance and more uni-
orm temperature distribution. As a result, Murray’s law is the
ost effective branching law for constructing the branch-like con-

ective cooling channel system. The reason is that Murray’s law is
erived from such principle that the energy loss due to the viscous
riction throughout the whole network is minimum, which pro-
ides the easiest way for the coolant to pass.

Figure 15 shows the middle plane of the FEM model and tem-
erature field of a rectangular plate with the aspect ratio of 0.5 and
he ratio of the thickness to the short edge length of 3 /50. The
ranch-like convective cooling channel is constructed based on
he branch system shown in Fig. 9�b�, in which the channel vol-
me fraction is 1.26% by omitting some branches with smaller
ross sections, as shown in Fig. 15�a�. The analysis parameters are
dentical to that listed in Table 1, except the distribution of the
eat flux and the volumetric flow at the inlet. The heat flux is
istributed on the top surface with the same distribution as the
utrient density illustrated in Fig. 9�a�, in which the stronger and
he weaker heat fluxes are assumed as qh=5.0�105 W/m2 and
l=3.0�105 W/m2, respectively, and the volumetric flow at the
nlet is assumed to be Q=6�10−5 m3/s. As shown in Fig. 15�b�,
he maximum temperature is 32.55°C. The nondimensional glo-

al thermal conductance defined as the ratio C̃=qA / ��Tmax
Tmin�kL� �L is the length of the rectangular plate� is 7.36, where

= �qh+ql� /2, and the nondimensional resistance �P̃ is 5.61
104.
Figure 16 shows a half spherical surface shell model with the

atio of the thickness to the inner radius of 1 /14. A branch-like
onvective cooling channel with the channel volume fraction

ig. 15 FEM model and temperature field of heat transfer sys-
em with branch-like convective cooling channel applied non-
niformly distributed heat flux
.42% is constructed inside the shell, which is based on the origi-

52 / Vol. 129, MARCH 2007
nal branch system generated on the condition of the uniformly
distributed nutrient density shown in Fig. 10. As shown in Fig. 16,
a uniform heat flux, q=5.0�104 W/m2, is applied on the inner
surface of the spherical shell, and its outer surface is on the forced
air convection with the heat transfer coefficient h=500 W/m2K.
The volumetric flow at the inlet is assumed to be Q=1.5
�10−5 m3/s, and the temperature at the inlet of the cooling chan-
nel is assumed to be Tmin=20.0°C. Figure 17�a� shows the FEM
model of the cooling channel, and the temperature field of the
whole structure is illustrated in Fig. 17�b�, in which the maximum
temperature is Tmax=28.64°C. The nondimensional global ther-

mal conductance defined as the ratio C̃=qA / ��Tmax−Tmin�kR� �A
and R are the area and the radius of the inner spherical surface

shell� is 6.49, and the nondimensional resistance �P̃is 4.79
�104.

As shown in the above design examples, it is said that the
suggested design method can design the effective layout of the
cooling channels in the matrix with any shape adaptively to very
complex thermal boundary conditions.

3.3 Comparison With Cooling Channel Designed by Con-
ventional Method. In order to validate the effectiveness of the
suggested generation method, the cooling performances between
the natural branch-like cooling channel designed by the suggested
generation method and the horizontal–vertical tree-like cooling
channels constructed by the constructal theory proposed by Bejan

Fig. 16 Analysis model of a spherical surface shell with a
branch-like convective cooling channel

Fig. 17 FEM model and temperature field of a spherical shell

with branch-like convective cooling channel
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5� are compared.
The unique principle of the constructal theory for designing the

onductive cooling channel is: every portion of the given volume
an have its shape optimized such that its resistance to heat flow is
inimum �5�. By utilizing this principle, the cooling channel is

etermined in a sequence of steps consisting of shape optimiza-
ion and subsequent construction.

Figure 18�a� shows the FEM model and the corresponding tem-
erature field of a square plate with a horizontal–vertical tree-like
onductive cooling channel until second construction. The ratio of
he thermal conductivities of the high-conductivity material to the
ow-conductivity material is assumed to be k=kp /k0=3333.33.
he volumetric heat-generating rate is set as q�=105 W/m3, and

s uniformly distributed over the whole plate. The shape of the
late is derived from the sequence of shape optimization and con-
truction by the constructal theory, and the ratio of the thickness to
he edge length is set as 0.01. The temperature at the heat sink is
et as Tmin=10°C, and the whole structure is insulated from the
nvironment. As shown in Fig. 18�a�, the channel volume frac-
ion, i.e., the kp material in which the whole allocated volume is
.47%, and the maximum temperature is Tmax=58.25°C. The

ondimensional global volume-to-point resistance �T̃ is 0.0048.
According to the geometries of the horizontal–vertical tree-like

onductive cooling channel, a corresponding branch system is
enerated on a square perfusion area applied a uniformly distrib-
ted nutrient density, in which the design parameters, PRNS and
GSR, are set as 6 and 6/125, respectively. And Murray’s law is
dopted. Figure 18�b� shows the FEM model and the correspond-
ng temperature field. Compared to the corresponding horizontal–
ertical tree-like conductive cooling channel in Fig. 18�a�, the
hannel volume fraction is 9.62%, and the maximum temperature
s Tmax=53.32°C which is a little lower. The nondimensional glo-

al volume-to-point resistance �T̃ is 0.0043, which is 0.89 times
hat of the corresponding horizontal–vertical tree-like conductive
ooling channel. It is found that both conductive cooling channels
an achieve good cooling performances. However, it should be
oted that it is just because the thermal boundary conditions are

ig. 18 Comparison of horizontal–vertical tree-like and natural
ranch-like conductive cooling channel
ery simple �uniformly distributed heat-generating rates�, the

ournal of Heat Transfer
simple and regular distributed conductive cooling channel, i.e., the
horizontal–vertical tree-like conductive cooling channel, is avail-
able and effective. If the heat-generating rate is applied nonuni-
formly, it is difficult for the constructal theory to design effective
conductive cooling channel, while the flexible natural branch-like
conductive cooling channel can be designed adapting to the arbi-
trary complex thermal boundary conditions. Moreover, because
the shape of the design volume to be cooled is a result of shape
optimization in the construction process when the constructal
theory is adopted, it cannot be changed arbitrarily and be defined
in advance. However, the shape of the design volume can be de-
fined in advance and the natural branch-like conductive cooling
channel can be designed to fill up the volume with any shape by
the suggested generation method. Therefore, it can be said that the
suggested generation method is more powerful for designing the
conductive cooling channel and the designed cooling channel can
remove the heat generated in the matrix effectively.

Figure 19 shows a comparison of the horizontal–vertical tree-
like convective cooling channel and the natural branch-like con-
vective cooling channel. The design objectives of the horizontal–
vertical tree-like convective cooling channel are that the overall
thermal conductance qA / �Tmax−Tmin� is maximum and the pump-
ing power �P is minimum. As shown in the upper part of Fig.
19�a�, the designed horizontal–vertical tree-like convective cool-
ing channel until second construction consisted of 16�2 first con-
structions, each of which includes 3�2 elemental volumes. It is
found that the finally constructed shape of the volume to be
cooled is a slender rectangle. If the thickness of the plate is as-
sumed to be 3/100 of its long length of the rectangle, the channel
volume fraction is 1.50%. The heat flux, q=5.0�105 W/m2, is

Fig. 19 Comparison of horizontal–vertical tree-like and natural
branch-like convective cooling channel
assumed to be uniformly distributed on the top surface of the

MARCH 2007, Vol. 129 / 253
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ectangular plate, the bottom surface is insulated from the envi-
onment, and the circumference of the plate is on the forced air
onvection with the heat transfer coefficient of h
500.0 W/m2K. The volumetric flow at inlet Q is set as 2
10−5 m3/s. If the volumetric flow of coolant at each outlet is

ssumed to be kept constant in order to bathe the whole volume
venly, the volumetric flow through each segment can be evalu-
ted according to the continuity conditions that must be fulfilled
y an incompressible flow through any bifurcation. The middle
art of Fig. 19�a� shows the middle plane of the FEM model of
he horizontal–vertical tree-like convective cooling channel, and
he bottom part of Fig. 19�a� shows the temperature field of the
late, in which the maximum temperature isTmax=32.45°C. Thus,

he nondimensional overall thermal conductance C̃=qA / ��Tmax
Tmin�kB� �B is the width of the rectangular plate� is 18.52. It is

ound that hot spots �parts in lighter color� are concentrated on the
ip edge of the plate far away from the inlet. The volumetric flow
hrough each terminal channel is 1.04�10−7 m3/s, and the non-

imensional resistance �P̃ is 8.98�104.
A natural branch-like convective cooling channel is constructed

nder the same geometrical parameters as the horizontal–vertical
ree-like convective cooling channel. The upper part of Fig. 19�b�
hows the original branch system, in which the design parameters,
RNS and LGSR, are set as 6 and 6/125, respectively and Mur-
ay’s law is adopted.

The middle part of Fig. 19�b� shows the middle plane of the
EM model, the channel volume fraction is identical to that of the
orizontal–vertical tree-like convective cooling channel and the
ottom part of Fig. 19�b� shows the temperature field of the struc-
ure under the same thermal boundary conditions as the
orizontal–vertical tree-like convective cooling channel, in which
he maximum temperature is Tmax=31.77°C. Compared to the
orizontal–vertical tree-like convective cooling channel, the maxi-
um temperature of the natural branch-like convective cooling

hannel is a little lower, and the nondimensional overall thermal

onductance C̃ is 1.06 times greater. It can be found that the
ositions of the maximum temperatures for two types of convec-
ive cooling channels are the same, which are the vertexes of the
ectangles far away from the inlets of coolant. The volumetric
ow through each terminal channel is 1.05�10−7 m3/s, which is
lose to that of the horizontal–vertical tree-like convective cooling

hannel, but the nondimensional resistance �P̃ is only 0.61 times
hat of the horizontal–vertical tree-like convective cooling chan-
el. This is because the natural branch-like convective cooling
hannel is derived from the principle of minimum energy loss,
hich can provide much easier access for the current to flow

hrough the network and results in much smaller pressure con-
umption. Moreover, as similarly noted for the conductive cooling
hannel design, the horizontal–vertical tree-like convective cool-
ng channel has two major disadvantages that induce difficulties in
he practical design problems, that is, the shape of the volume to
e cooled cannot be specified in advance and it is difficult to
esign an effective cooling channel when complex thermal bound-
ry conditions are specified.

Related Problems
The suggested design method of branch-like cooling channels is

vailable not only because of the flexible design property and
xcellent cooling performances of the heat transfer systems with
uch types of cooling channels, but also because it has developed
ome innovative techniques, for example, metal stereolithography
echnology, to make it possible to fabricate such complex branch-
ike cooling channels. The metal stereolithography technology is
n approach for manufacturing injection mold that including com-
lex caves �24�. The technique utilizes a laser to solidify the
hysical model layer by layer from metal powder. Each new layer

onds to the previous, creating a solid object when complete.

54 / Vol. 129, MARCH 2007
It is necessary to collect coolant and guide it out of the system
in a practical heat transfer system with a natural branch-like con-
vective cooling channel, which is a topic of further study. The
problem can be solved by several approaches, one of which is to
apply a counterpart of the constructed cooling channel, as done in
some branch systems in nature, such as the cardiovascular system
in the human body. It is expected that the natural branch-like
convective cooling channel system performs its heat energy trans-
fer functions by using a double-tree branch structure, in which the
cold coolant is pumped in and distributed to all parts of the vol-
ume to be cooled through one branch system, and then collected
through another counterpart branch system, with a higher
temperature.

5 Conclusions
This paper suggested an innovative layout design methodology

of engineering systems and structures by utilizing optimality of
branch systems in nature. As an example, the layout design prob-
lem of cooling channels in heat transfer systems has been studied,
in which a conductive cooling channel and a convective cooling
channel have been dealt with. The natural branch-like cooling
channels can be grown adaptively under the control of local tem-
perature so as to make it possible to achieve good cooling perfor-
mance and they can be designed flexibly in any specified shape of
perfusion volume to be cooled adaptively to very complex thermal
boundary conditions. The effectiveness and validity of the sug-
gested design method have been confirmed by some numerical
examples and by comparisons of cooling performances with cool-
ing channel systems resulted from other conventional design
methods. It is expected that the suggested method can be applied
to some more practical engineering design problems, such as cool-
ing channels in injection molds, heat sinks in electronic packages,
and so on.
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Laminar Forced Convection From
a Circular Cylinder Placed in a
Micropolar Fluid
In this paper laminar forced convection associated with the cross-flow of micropolar fluid
over a horizontal heated circular cylinder is investigated. The conservation equations of
mass, linear momentum, angular momentum and energy are solved to give the details of
flow and thermal fields. The flow and thermal fields are mainly influenced by Reynolds
number, Prandtl number and material parameters of micropolar fluid. The Reynolds
number is considered up to 200 while the Prandtl number is fixed at 0.7. The dimension-
less vortex viscosity is the only material parameter considered in this study and is se-
lected in the range from 0 to 5. The study has shown that generally the mean heat transfer
decreases as the vortex viscosity increases. The results have also shown that both the
natural frequency of vortex shedding and the amplitude of oscillating lift force experience
clear reduction as the vortex viscosity increases. Moreover, the study showed that there is
a threshold value for vortex viscosity above which the flow over the cylinder never
responds to perturbation and stays symmetric without vortex shedding. Regarding drag
coefficient, the results have revealed that within the selected range of controlling param-
eters the drag coefficient does not show a clear trend as the vortex viscosity
increases. �DOI: 10.1115/1.2426360�

Keywords: cylinder, micropolar fluid, vortex shedding, material parameter, forced
convection
Introduction
The problem of heat convection and hydrodynamics associated

ith fluid flow over a circular cylinder has received great attention
oth theoretically and experimentally. The works of Eckert and
oehngen �1�, Dennis et al. �2�, Collins and Dennis �3�, Honji and
aneda �4�, Chun and Boehm �5�, and Karniadakis �6� are only
xamples. Mach attention has been paid to the problem not only
ue to its fundamental aspects but also to its importance in many
ractical engineering applications. These applications include
uclear reactors, heat exchangers, hot wires, steam pipes, and off-
hore structures. Moreover, the interaction between a circular cyl-
nder and its surrounding viscous stream is a good model problem
or studying both heat convection and hydrodynamics associated
ith fluid flow over bluff bodies.
In many practical applications certain non-Newtonian fluids are

sed as working medium. These fluids, which include, for ex-
mple, ferro liquids, colloidal fluids, heterogeneous mixtures, ex-
tic lubricants, animal blood, most slurries, and some liquids with
olymer additives have microstructure and therefore do not follow
he Newtonian fluid flow theory. In order to explore and under-
tand the behavior of such fluids there were relentless efforts to
stablish new fluid theory. These efforts were finally crowned by
eveloping the theory of microfluids. The micropolar fluid theory,
hich is a subclass of microfluids theory, has been formulated by
ringen �7� and others. This theory takes into account the local
ffects arising from microstructure and micromotions of the fluid
lements. Micropolar fluids can support surface and body couples
hich are not present in the theory of Newtonian fluids. The ex-

ension of micropolar fluids theory to deal with thermomicropolar
uids has been given by Eringen �8�.
The volume of previous studies on both flow and heat convec-

ion problems related to micropolar fluid is relatively small. The
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applications of micropolar fluid mechanics have been thoroughly
reviewed by Arimen et al. �9�. In the last 2 decades there has been
escalated interest in the theoretical studies related to heat convec-
tion in micropolar fluids. These studies, however, mostly focused
on heat convection in boundary layer flows, such as those over flat
plates and along vertical cylinders. Gorla �10� investigated the
heat transfer characteristics of a micropolar boundary layer in a
cross flow over the nonisothermal circular cylinder. Lien et al.
�11� analyzed free convection micropolar boundary layer flow
about a horizontal permeable cylinder at a nonuniform thermal
condition. Hassanien et al. �12� investigated combined convection
on a vertical slender cylinder. The axisymmetric thermal boundary
layer of a micropolar fluid on a cylinder was solved by Gorla �13�
while the mixed convection in an axisymmetric stagnation flow of
micropolar fluid on a vertical cylinder was studied by Mohamme-
dien et al. �14�. Hassanien and Salama �15� studied the flow and
heat transfer of a micropolar fluid in an axisymmetric stagnation
flow on a cylinder while Gorla and Takhar �16� studied the un-
steady mixed convection boundary layer flow of a micropolar
fluid near the lower stagnation point on a cylinder. The magneto-
hydrodynamic convective micropolar fluid flow has been consid-
ered by Mansour et al. �17� and Rahman and Sattar �18�. Mansour
et al. �17� studied heat and mass transfer in magnetohydrodynamic
flow of micropolar fluid on a circular cylinder with uniform heat
and mass flux while Rahman and Sattar �18� studied magnetohy-
drodynamic convective micropolar fluid flow past a continuously
moving vertical porous plate in the presence of heat generation/
absorption.

The aforementioned studies are mostly based on the solutions
of boundary layer equations. Such solutions are invalid in the
regions of flow separation as that resulting in the cylinder wake.
Needless to say that these solutions cannot trace the vortex shed-
ding from the cylinder surface and can not predict the resulting
oscillating heat transfer and hydrodynamic forces. It is well
known that as the flow Reynolds number exceeds a threshold
value �about 40 in Newtonian fluids� the vortices detach alter-

nately and periodically from the upper and lower sides of the

007 by ASME Transactions of the ASME
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ylinder, forming the well known Karman vortex street. The pro-
ess of vortex shedding results in an oscillating flow in the vicin-
ty of the cylinder which increases the heat transfer rate as com-
ared with the case of nonvortex shedding. Moreover, the process
f vortex shedding results in oscillating lift and drag forces acting
n the cylinder surface. In response to these oscillating forces the
ylinder may experience vibrations. These vibrations, though it
ay have positive effect on enhancing heat transfer, can cause

tructural fatigue and, in certain circumstances, can lead to drastic
ailure of the structure.

The lack of the information about the effect of vortex shedding
n both heat transfer and hydrodynamics associated with micropo-
ar fluid flow over cylinders was the motivation for this study. To
he author’s knowledge, this is the first study that focuses on the
ortex shedding process in case of micropolar fluids. The study
onsiders the effect of Reynolds number and material parameters
n vortex shedding, hydrodynamic forces, and forced convection
ssociated with the cross flow of micropolar fluids over horizontal
ircular cylinder. In order to predict the vortex shedding process
he full governing equations are considered and solved accurately
sing the Fourier spectral method.

Problem Formulation
In the problem considered, a circular isothermal cylinder of

adius c is placed horizontally in an impulsively started uniform
ross stream of micropolar fluid of temperature T�. The cylinder
urface temperature is kept constant at Ts �Ts�T��. The micropo-
ar fluid flow is assumed laminar, incompressible, and two dimen-
ional. The viscous dissipation and microrotation heat conduction
re also assumed negligible. In polar coordinates �r� ,��, where �
s measured counterclockwise from the rearmost point on the cyl-
nder surface and under the above assumptions the conservation
quations of motion and energy in terms of the vorticity, stream
unction, microrotation, and temperature can be expressed as

���

��
= �� + Kv

�
��2�� +

1
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���
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−
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here

�2 =
�2
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1
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+

1
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�2

��2

v, j, and 
 are the vortex viscosity, micro-inertia density, and
pin-gradient viscosity; � is the time; � is the density; � is the
iscosity coefficient; k is the thermal conductivity; cp is the spe-
ific heat; �� is the vorticity; �� is the stream function; T is the
emperature; and 	 is the component of microrotation vector
hose direction of rotation is in the r�−� plane.
In order to solve the governing Eqs. �1�–�4�, initial and bound-

ry conditions are needed. The boundary conditions to be satisfied
re the no-slip, impermeability, and isothermal conditions on the
ylinder surface together with the uniform free stream conditions
ery far away from the cylinder surface. The initial and boundary
onditions can be expressed as
�0:
t r�=c

���

��
= 0,

���

�r�
= 0, �� = 0, 	 = 0, and T = Ts �5a�
nd at r��c
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���

r� � �
= 0,

���

�r�
= 0, �� = 0, 	 = 0, and T = T� �5b�

��0:
at r�=c

�� =
���

��
= 0,

���

�r�
= 0, 	 = ��/2, and T = Ts �5c�

and as r�→�

���

r� � �
→ U cos �,

���

�r�
→ U sin � ,

�� → 0, 	 → 0, and T → T� �5d�

For microrotation, 	, the boundary conditions adopted here are
similar to those used by Gorla �13�. That is at the cylinder surface
the microrotation is taken equal to mean flow rotation �i.e., one-
half the vorticity� while far away from the cylinder surface the
microrotation is assigned zero value.

The dimensionless forms of the above equations are obtained
by introducing the following dimensionless variables

r =
r�

c
, t =

U�

c
, � =

��

Uc
, � = − ��

c

U
, M = 	

c

U
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D =
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�
, B =

j
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c2�
, and  =

T − T�

Ts − T�

�6�

Using the above variables in Eqs. �1�–�4� and using modified po-
lar coordinates �� ,� ,�=ln r� results in
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where Re=2�Uc /� is the Reynolds number and Pr=� /�� is the
Prandtl number.

The initial and boundary conditions �5� based on the new vari-
ables can be expressed as
t�0:
at �=0

� =
��

��
=

��

��
= 0, M = 0, and  = 1 �11a�

at ��0

e−���

��
= 0, e−���

��
= 0, � = 0, M = 0, and  = 0 �11b�

t�0:
at �=0

� =
��

��
=

��

��
= 0, M = �/2, and  = 1 �11c�

as �→�

e−���

��
→ cos �, e−���

��
→ sin �, � → 0, M → 0, and  → 0
�11d�
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Method of Solution
The method of solution is based on approximating the stream

unction, vorticity, microrotation, and temperature using Fourier
eries expansion. The approach is similar to that used by Badr and
ennis �19� and Mahfouz and Badr �20�. The dimensionless

tream function �, vorticity �, microrotation M, and temperature
are approximated as

���,�,t� =
1

2
F0��,t� + �

n=1

N

�fn��,t�sin�n�� + Fn��,t�cos�n���

�12a�

���,�,t� =
1

2
G0��,t� + �

n=1

N

�gn��,t�sin�n�� + Gn��,t�cos�n���

�12b�

M��,�,t� =
1

2
R0��,t� + �

n=1

N

�rn��,t�sin�n�� + Rn��,t�cos�n���

�12c�

��,�,t� =
1

2
H0��,t� + �

n=1

N

�hn��,t�sin�n�� + Hn��,t�cos�n���

�12d�

here F0, fn, Fn, G0, gn, Gn, R0, rn, Rn, H0, hn, and Hn are the
ourier coefficients and N represents the number of terms consid-
red in the Fourier series. Substitution of �, �, M, and  defined
n Eqs. �12a�–�12d� in Eqs. �7�–�10� results in the following set of
ifferential equations

�2F0

��2 = e2�G0 �13a�

�2fn

��2 − n2fn = e2�gn �13b�

�2Fn
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2�1 + D�
Re
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��2 + S0 �14a�
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�t
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��
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e2��H0

�t
=

2

Re Pr

�2H0

��2 + Z0 �16a�

2e2��hn

�t
=

4

Re Pr
� �2hn

��2 − n2hn� + nFn
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where S0, Sn1, Sn2, K0, Kn1, Kn2, Z0, Zn1, and Zn2 are all easily
identifiable functions of � and t. Equations �13a�–�13c�, �14a�–
�14c�, �15a�–�15c�, and �16a�–�16c� define �8N+4� differential
equations that have to be solved simultaneously at every time step
to get the flow, microrotation, and thermal fields. The initial and
boundary conditions for all functions present in Eqs. �13�–�16� are
deduced from Eq. �11� and can be expressed as
t�0:
at �=0

F0 = Fn = fn = �Fn/�� = � fn/�� = �F0/�� = 0,

R0 = Rn = rn = 0, H0 = 2, and Hn = hn = 0 �17a�

and at ��0

e−���F0/��,Fn,�Fn/��� = 0, fn = � fn/�� = 0,

G0 = Gn = gn = R0 = Rn = rn = 0, and

H0 = Hn = hn = 0 �17b�

t�0:
at �=0

F0 = Fn = fn = �Fn/�� = � fn/�� = �F0/�� = 0, R0 =
− G0

2
,

Rn =
− Gn

2
, rn =

− gn

2
, H0 = 2, and Hn = hn = 0 �17c�

and as �→�

e−���F0/��,Fn,�Fn/��� → 0,

e−�fn → �1,n,e−� � fn/�� → �1,n,G0,Gn,gn,R0,Rn,rn

→ 0 and H0,Hn,hn → 0 �17d�

Integrating both sides of Eq. �13a� with respect to � between
�=0 and �=� and using the boundary conditions in Eq. �17� gives
the following integral condition

�
0

�

e2�G0 d� = 0 �18a�

Similarly, multiplying both sides of Eqs. �13b� and �13c� by e−n�

and integrating from �=0 to �=� and using boundary conditions
�17�, one can obtain the following integral conditions

�
0

�

e�2−n��gn d� = 2�1,n �18b�

�
0

�

e�2−n��Gn d� = 0 �18c�

where �1,n=1 if n=1 and �1,n=0 if n�1.
The above integral conditions are used at every time step to

calculate the values of the functions G0, gn, and Gn on the cylin-

der surface ��=0�. These functions are then used to compute ac-
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urately the vorticity distribution on the cylinder surface. The first
ondition Eq. �18a� is essential to ensure the periodicity of the
ressure on the surface. The rest of the details of the method of
olution and the numerical treatment is similar to that used in
adr and Dennis �19� and Mahfouz and Badr �20� and will not be

epeated here for the sake of brevity.

Results and Discussion
The governing equations along with boundary conditions are

olved in order to give the details of both flow and thermal fields.
he main controlling parameters beside the classical ones �Re and
r� are the dimensionless micropolar material parameters. These
re the parameter D which characterizes the vortex viscosity; the
arameter � which characterizes the spin gradient viscosity; and
he parameter B which characterizes the microinertia density. The
lose scrutiny of Eqs. �7� and �9� shows that the parameter D
epresents a direct link between the flow field and microrotation
eld. The other two dimensionless material parameters � and B
ppear only in microrotation Eq. �9�. This means that the effect of
hese two parameters is expected not to be as significant as the
ffect of parameter D. For this reason and for the sake of brevity
nly the influence of the vortex viscosity is considered. The pa-
ameter D is selected in the range from 0 to 5 while the other two
aterial parameters � and B are assigned a value of 1. The Rey-

olds number is varied up to 200 while the Prandtl number is
xed at 0.7.

4.1 Wake Flow and Vortex Shedding. With the start of com-
utation, the flow commences impulsively over the cylinder sur-
ace. As time goes on the flow separates from the upper and lower
urfaces of the cylinder, forming two pair of vortices behind the
ylinder. For Reynolds numbers less than a certain value �about
0 for Newtonian fluids�, the flow over the cylinder remains stable
nd remains horizontally symmetric with respect to the cylinder
xis. The two generated symmetric vortices remain attached be-
ind the cylinder and the wake length continues to grow with time
ntil the quasi-steady state condition is almost reached at late
imes. The wake length, L is the length �divided by cylinder ra-
ius� of the separated wake measured along the line �=0 from the
earmost point of the cylinder to the end of the recirculating
egion.

Figure 1 shows the wake length L and the two symmetric vor-
ices at late time �t=25� for the case of Re=40 and at different
alues of dimensionless vortex viscosity D. The figure clearly
hows that as the parameter D increases the wake length clearly
ecreases. It can also be observed that as the parameter D in-
reases, the point of flow separation from upper and lower sur-
aces moves further downstream which is more pronounced for

ig. 1 Wake length for the case of Re=40, t=25 and at differ-
nt values of vortex viscosity D

Table 1 Calculated values of Strouha

e 50

0.0 0.1 0.5 2.0 0.0 0.5

0
0.134 0.130 — — 0.160 0.15
ournal of Heat Transfer
the case of D=5. The effect of increasing vortex viscosity seems
similar to the effect of decreasing Reynolds number, that is to say
that the flow becomes more viscous as the vortex viscosity
increases.

Figure 2 shows the time development of the wake length for the
case of steady symmetric flow of a Newtonian fluid �D=0� at
Re=40. Also shown in the same figure are the numerical and
experimental results of Collins and Dennis �3� and Honji and
Taneda �4�, respectively. The figure shows very good agreement
with numerical results at both initial and late times, while the
comparison with the experimental results is very good up to time
t=18 and reasonable for t�18. Further rigorous testing of the
method of solution can be found in the works of Mahfouz and
Badr �20,21�.

As the Reynolds number exceeds a certain value the flow in the
cylinder wake becomes unstable and vortices are shed alternately
and periodically from the upper and lower sides of the cylinder,
forming the well known Karman vortex street. In the present nu-
merical treatment, in order to excite the Karman vortex street the
flow is intentionally disturbed by rotationally oscillating the cyl-
inder for only one complete cycle. The amplitude and duration of
the cycle were selected in order to trigger the vortex shedding as
rapidly as possible without causing any longtime effects. The fre-
quency of vortex shedding, f0, is computed from frequency analy-
sis of the time record of lift coefficient.

The dimensionless frequency of vortex shedding is known as
Strouhal number �S0=2cf0 /U�. The Strouhal number depends not
only on the Reynolds number �as in case of Newtonian fluids� but
also on the material parameters of micropolar fluid. The numerical
results for Strouhal number at various values of Re and D are
displayed in Table 1. The table shows that the Strouhal numbers
for the cases of Newtonian fluids �D=0� at Re=50, 100, and 200
are 0.134, 0.16, and 0.18, respectively. These computed values of
S0 are in a very good agreement with the corresponding experi-
mental results of Roshko �22�, numerical results of Jordon and
Fromm �23�, and numerical results of Mahfouz and Badr �20�.
While for micropolar fluid the table shows clearly that as the

Fig. 2 Time development of wake length for the case of Re
=40 and comparison with Collins and Dennis †3‡ and Honji and
Taneda †4‡

mber at different values of Re and D

00 200

1.0 5.0 0.0 0.1 1.0 2.0
0.120 — 0.180 0.170 0.165 0.145
l nu

1

6
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ortex viscosity increases the frequency of vortex shedding de-
reases. The void �dashed� entries in the table mean that the flow
ill be steady symmetric �i.e., no vortex shedding� at very large

ime.
The variation of dimensionless microrotation M which charac-

erizes the microelements rotation, 	, as well as the variation of
imensionless vorticity −� which characterizes the mean flow ro-
ation �� in the cylinder wake along the rear axis ��=0� is shown
n Fig. 3 for the case of Re=100, D=1, and at t=150. The figure
hows that both M and −� fluctuate along the rear axis due to
ortex shedding with decaying amplitude as a result of viscous
iffusion. Also the figure clearly shows that almost at all points M
s one-half that of −� which means that micro-elements are rotat-
ng at the mean flow local rotating velocity. Here it should be
ealized that both 	 and �� are scaled in the same way in Eq. �6�.

4.2 Flow Hydrodynamics. For the case of symmetric flow
nly the drag force exists while the lift force vanishes as a result
f equally opposing forces acting on upper and lower sides of the
ylinder. With the development of periodic shedding of vortices
he flow in the cylinder wake becomes unsteady and asymmetric.
he periodic shedding of vortices leads to periodic time variation

n lift and drag forces. The lift and drag coefficients are defined as
D=FD /c�U2 and CL=FL /c�U2, where FD and FL are the drag
nd lift forces exerted on a unit length of the cylinder. In terms of
ourier coefficients the drag and lift coefficients can be expressed
s

CD =
2�

Re
	�1 + D��g1 −

�g1

��
� + D�r1 −

�r1

��
�


s

�19a�

nd

CL = −
2�

Re
	�1 + D��G1 −

�G1

��
� + D�R1 −

�R1

��
�


s

�19b�

he time averaged drag coefficient is determined as

ig. 3 Variation of microrotation M, and vorticity −� in the cyl-
nder wake along the rear axis „�=0…

Table 2 Calculated values of time averaged

e 50

0.0 0.1 0.5 2.0 0.0 0.5

D
1.84 1.86 1.06 2.37 1.51 1.52
60 / Vol. 129, MARCH 2007
C̄D =
1

t2 − t1
�

t1

t2

CD dt �20�

where the time period between t1 and t2 covers a good number of
cycles of vortex shedding.

Figure 4 shows the time variation of lift coefficient for the case
of Re=50 and D=0, 0.1, 0.5, and D=2. The figure shows clearly
that as the parameter D increases the amplitude of lift coefficient
decreases. The lift coefficients for cases D=0.0 and D=0.1 oscil-
late with almost constant amplitude, which reflects the persistent
nature of vortex shedding for these two cases. For higher values of
D=0.5 and D=2 the amplitude of lift coefficient is no longer
constant but rather continuously decaying with time, expectedly
reaching to zero value at large time. The rate of continuous de-
caying of CL, once it starts at a threshold value of D, is getting
faster as the value of D increases as shown in the figure, where
that rate for D=2 is faster than that at D=0.5. The full diminish-
ing of lift forces at large times means that the flow eventually
became steady symmetric. Based on Table 1 and Fig. 4, it can be
inferred that the increase of vortex viscosity beyond a threshold
value may lead to a decrease in the flow response to the perturba-
tion with tendency of the flow to be symmetric �i.e., no vortex
shedding� at large times. In this study however, no attempts are
made to find the exact value of D �at certain Re� at which the flow
at large time becomes steady symmetric. This finding is important
asfar as the vortex shedding and separation control is concerned.
The closer the behavior of the fluid to the micropolar fluid the
weaker the possibility of vortex shedding.

The results of time averaged drag coefficient are displayed in
Table 2. It can be seen from the table that in some cases for which
the value of D is less than one, the drag coefficient is less than that
for Newtonian fluids, especially at Re=200. As the parameter D
exceeds one the drag coefficient increases, exceeding that for
Newtonian fluids. However, the above conclusion cannot be gen-
eralized and the results for time averaged drag coefficient do not
show a certain clear trend within the range selected for controlling
parameters.

Fig. 4 Time variation of lift coefficient for the case Re=50 and
D=0, 0.1, 0.5, and 2

g coefficient at different values of Re and D

00 200

1.0 5.0 0.0 0.1 1.0 2.0
1.21 1.414 1.220 1.188 1.188 1.255
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4.3 Heat Transfer Results. Immediately following the impul-
ive flow motion over the constant temperature cylinder surface,
he heat transfer rate gets very high values as a result of heat
onduction through a very thin thermal layer. In the early time
tages, the fast development of the thermal layer resulted in dras-
ic decrease in heat transfer in a relatively short time. After that
hort time the thermal layer is almost developed and heat transfer
ends to assume almost a steady value if the flow is still not
isturbed. Once the flow is disturbed the vortex shedding process
tarts and causes flow unsteadiness near the cylinder surface. Such
nsteadiness causes an enhancement in mean heat convection in
omparison with the steady symmetric situation. In order to quan-
ify the heat transfer results let us define the surface local and

ean Nusselt numbers

Nu =
2q�c

k�Ts − T��
and Nu =

1

2�
�

0

2�

Nu d� �21�

here q� is heat transfer per unit area given by q�=
k�T /�r��r�=c. From the above definitions and using Eq. �12d�,
ne can deduce the following relations for local Nusselt number
nd for mean Nusselt number

Nu = − 2� �

��
�

s

= − � �H0

��
�

s

− 2	�
1

N
�Hn

��
cos�n��

+
�hn

��
sin�n��


s

�22a�

nd

Nu = − � �H0

��
�

�=0

�22b�

he time-averaged Nusselt number is obtained from

Nu =
1

t2 − t1
�

t1

t2

Nu dt �23�

ig. 5 Variation of Nu with Re and comparison with the corre-
ation of Knudsen and Katz †24‡ and Hatton et al. †25‡

Table 3 Calculated values of time averaged

e 50
0.0 0.1 0.5 2.0 0.0

u
3.796 3.758 3.378 3.313 5.325
ournal of Heat Transfer
Figure 5 shows the steady mean Nusselt number Nu distribu-
tion for the case of symmetric Newtonian �D=0� low Reynolds
numbers �1�Re�40� fluid flow at a value of Pr=0.73. Shown
also in the same figure for the purpose of comparison are the
experimental correlation due to Knudsen and Katz �24� and Hat-
ton et al. �25�. The latter correlation, which is developed for
mixed convection, is reduced for the case of forced convection
and the correction factor for temperature has been taken as one.
The comparison with these two correlations, as shown in the fig-
ure, is very good with maximum difference less than 7% in the
case of comparison with the former and less than 10% in the case
of comparison with the latter.

Figure 6 shows the late time variation of surface mean Nusselt
number Nu for the unsteady flow for the case of Re=200, Pr
=0.7, and D=0, 0.5, 1, 5. The figure shows that Nu fluctuates
around a mean value and the amplitude of these fluctuations is
more pronounced for smaller values of D �D=0 and D=0.5�,
while at bigger values of D the amplitude of fluctuation becomes
smaller. The frequency of fluctuation is twice the frequency of
vortex shedding. It can also be observed from the figure that the
time-averaged value of Nu is getting markedly smaller as D in-
creases. The numerical results of time averaged Nusselt number

Nu for the cases considered in this study are listed in Table 3. The

table shows that as D increases Nu decreases. The reduction of Nu
which means reduction in heat transfer is consistent with the pre-
vious results for natural convection from plates, and circular and
elliptic cylinders placed in micropolar fluids �see Ref. �26,27��. So
in general, it can be concluded that the heat convection �forced or
natural� in micropolar fluids is smaller in comparison with that in
Newtonian fluids.

Shown in Fig. 7 are the local Nusselt number, Nu distributions
for the unsteady flow for the case of Re=100, Pr=0.7, D=0, 0.5,
1, 5, and at late time t=150. The figure shows that Nu distribu-
tions for micropolar fluid are similar to that of Newtonian fluid
�D=0�. The figure shows that for all distributions Nu gets its
maximum value at the front stagnation point which is located at
�=180 �for symmetric flow�, or in its vicinity �for asymmetric

Fig. 6 Time variation of mean Nusselt number at Re=200, Pr
=0.7, and at different values of D

sselt number at different values of Re and D

100 200
1.0 5.0 0.0 0.1 1.0 2.0

3 4.412 4.325 6.98 6.79 6.69 6.49
Nu

0.5
5.23
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ow resulting from vortex shedding�. At the stagnation point the
hermal layer is minimum, which results in maximum heat rate at
hat point. The Nu then decreases due to thermal boundary layer
rowth in the direction of flow on upper and lower sides of the
ylinder until it gets its minimum value near the rearmost point of
he cylinder ��=0�. In the rear region and as a result of vortex
hedding the heat transfer rate and Nu assumes fluctuating and
elatively higher values as compared with steady cases �not shown
ere�. The figure also shows clear reduction in Nusselt number at
lmost all points of the surface as the dimensionless vortex vis-
osity D increases. The reduction in Nu at almost all points at the
urface means the reduction of mean values of Nu as the vortex
iscosity increases. The decrease of local values of Nu as vortex
iscosity increases may be explained in the light of surface vor-
icity distributions shown in Fig. 8 for the same cases and at the
ame time. Higher values of surface vorticity at the same location
same �� means higher flow velocity gradient �i.e., higher convec-
ion� near the surface which results in higher heat transfer �i.e.,
igher Nu�. With the increase of the vortex viscosity the flow
ecomes more viscous and the low velocity gradient near the wall
esults in low convection currents and therefore low local heat
ransfer as shown in Fig. 7. The maximum heat transfer rate at the
ront stagnation point is not controlled by flow velocity gradient,

ig. 7 Distribution of surface local Nu at Re=100, Pr=0.7, t
200, and at different values of D

ig. 8 Distribution of surface vorticity at Re=100, Pr=0.7, t

200, and at different values of D
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which is zero �and so the vorticity� at that point, but rather con-
trolled by the thickness of the thermal layer which is minimum at
that point.

Figure 9 shows the dimensionless temperature distribution in
the wake of the cylinder along the rear axis ��=0� at time of t
=150 and for the case of Re=100, Pr=0.7, and D=0, 0.5, 1, 5.
The figure shows that the temperature decreases in the wake for
all cases, expectedly reaching the value of unheated fluid very far
away from the cylinder �=0�. The figure shows clearly that for
the cases of D=0, 0.5, and 1 the temperature fluctuates during its
decrease while for the case of D=5 it monotonically decreases.
These distributions of temperature again confirm the results
shown in Table 1 that the wake flow is characterized by vortex
shedding for the cases of D=0, 0.5, 1 while for the case of D
=5 the symmetric wake flow without vortex shedding is reached
at that time. The temperature distributions as shown in the figure
tell that as the value of D increases the temperature gradient at the
surface decreases, declaring a smaller local heat transfer rate and
accordingly, as shown in Fig. 7, smaller Nu as D increases.

Figure 10 shows both the flow field, represented by streamlines
and the thermal field, represented by contour plots of isotherm
patterns for the case of Re=50 and at time t=200 and at four
values of D, namely, D=0.0, 0.1, 0.5, and D=2. The flow is
disturbed in the four cases at t=30. The figure shows that for the
value of D=0.0 and 0.1 �Figs. 10�a� and 10�b�� the streamlines
and isotherms reflect the asymmetry of the flow which is persis-
tently characterized by vortex shedding which is clear in time
variation of lift coefficient �see Fig. 3�. For a larger value of D
=0.5 �Fig. 10�c�� the streamlines and isotherms are about to be
symmetric while for a much larger value of D=2 �Fig. 10�d�� the
perturbation effect is already damped and the flow and thermal
fields became fully symmetric. The dashed isotherm contour line
in the Fig. 10 �right� represents the isotherm of =0.1 which can
be considered as a qualitative indicator of the thickness of the
thermal layer. The figure clearly shows that the dashed contour
encloses a wider loop around the cylinder as D increases, which
indicates that the thermal layer around the cylinder gets thicker as
the value of D increases. A thicker thermal layer means smaller
temperature gradient near the cylinder surface and in turn smaller
heat transfer rates.

5 Conclusions
This paper investigated forced convection and hydrodynamic

forces associated with the flow of micropolar fluids over a hori-

Fig. 9 Temperature distribution in the wake of the cylinder
along line �=0
zontal circular cylinder. The effect of Reynolds number and ma-
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erial parameters of micropolar fluid is considered in this study.
he Reynolds number is considered up to 200. The vortex viscos-

ty is the only material parameter considered in this study and is
elected in the range from 0 to 5. The results have shown a re-
arkable decrease in mean heat transfer rate as the vortex viscos-

ty increases. Similarly, the natural vortex shedding frequency de-
reases as the vortex viscosity increases. The amplitude of
scillating lift force also experiences a clear reduction as the vor-
ex viscosity increases. The study showed that there is a threshold
alue for vortex viscosity above which the flow over the cylinder
esists any flow perturbation and gets back its symmetry without
ortex shedding. Moreover, the study has revealed that the drag
oefficient does not show a clear trend within the selected range
f vortex viscosity.

omenclature
B � material parameter characterizes microinertia
c � cylinder radius

CD � drag coefficient
CD � time averaged drag coefficient
CL � lift coefficient
cp � specific heat
D � material parameter characterizes vortex

viscosity
FD � drag force per unit length of the cylinder
FL � lift force per unit length of the cylinder
Kv � vortex viscosity

k � thermal conductivity
j � micro-inertia density

L � dimensionless wake length �=L� /c�
M � dimensionless microratation

Nu, Nu � local and average Nusselt numbers

ig. 10 Streamline patterns „left… and isotherm patterns „right…
or the case of Re=50, t=200: „a… D=0.0; „b… D=0.1; „c… D=0.5;
nd „d… D=2
Nu � time averaged Nusselt number

ournal of Heat Transfer
r� � radial coordinate
r � dimensionless radial coordinate �r� /c�
t � dimensionless time

T � temperature
U � free stream velocity
Y � the distance from the cylinder �=r−1�

Greek Symbols
� � thermal diffusivity
 � dimensionless temperature
� � density
� � modified radial coordinate �=ln r�

 � spin gradient viscosity
� � material parameter characterizes spin gradient

viscosity
� � viscosity coefficient
	 � microrotation in r�, � plane �or the microrota-

tion vector component normal to r�, � plane�
� � time
� � angular coordinate

��, � � stream function, dimensionless stream function
��, � � vorticity, dimensionless vorticity

Subscripts
s � at cylinder surface

� � very faraway from the cylinder surface
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Performance of Phase Change
Materials in a Horizontal Annulus
of a Double-Pipe Heat Exchanger
in a Water-Circulating Loop
Phase change materials (PCMs) are used in applications where temperature regulation is
important because they absorb and release a large amount of energy at a fixed tempera-
ture. In the experimental part of this investigation, PCM was placed in the annular region
of a double-pipe heat exchanger with water circulated in the inside pipe. Experiments
were performed in which the PCM would absorb (charge) and then release (discharge)
energy at various temperatures and water flows. Two materials, Climsel 28 (C28) by
Climator and microencapsulated Thermasorb 83 (TY83) by Outlast Technologies, were
each tested in smooth and spined annuli to observe which configuration facilitated heat
transfer. The latent heats and thermal conductivities of C28 and TY83 are 126 kJ/kg and
186 kJ/kg and 0.6 W/m/ °C and 0.15 W/m/ °C, respectively. The experimental data
were analyzed to verify which PCM transferred more heat. The effect of different water
flow rates on the heat transfer rate was also examined. In the theoretical part of this
investigation, heat transfer theory was applied to C28 in the smooth-piped heat ex-
changer in order to better understand the phase change process. The presence of spined
fins in the phase change material accelerated charging and discharging due to increased
fin contact with the outer layers of the PCM. The spined heat exchanger charged and
discharged in 180 min and 120 min, respectively, whereas the temperature in the smooth
heat exchanger remained below the fully charged/fully discharged asymptote by about
3°C and thus failed to fully charge or fully discharge. Also, higher water flows increased
heat transfer between the PCM and water. TY83 in the spined heat exchanger transferred
more heat and did it faster than C28 in the spined heat exchanger. The heat transfer rate
from the water to TY83 while charging was 25% greater during the transient period than
in C28. While discharging, the heat transfer from TY83 to the water was about 20%
greater than in C28. There was generally good agreement �±1.5°C� between theory and
experimental data of C28 in the smooth-piped heat exchanger in terms of the trends of the
temperature responses. The differences are expected to be a result of approximations in
boundary conditions and uncertainties in how the temperature variation of the specific
heat is formulated. �DOI: 10.1115/1.2426359�

Keywords: latent heat, phase change material, PCM, micro encapsulation, annular flow
ntroduction

Phase change materials �PCMs� provide an alternative thermal
torage mechanism to the usual inherent sensible heat capacity of
aterials. They store large amounts of energy using less volume

nd their isothermal behavior is useful in applications like the
ransportation of temperature-sensitive materials and temperature
tabilization in electronic equipment. PCMs are available as inor-
anic or organic materials. Table 1 shows a comparison of the
roperties for one inorganic PCM named C28 �sodium sulphate�
nd one microencapsulated, organic PCM named TY83 �octade-
ane�. Generally, inorganic PCMs have larger latent heats and
hermal conductivities than organic PCMs �1�. However, inorganic
CMs can remain in liquid form when cooled below their melting
oint, a phenomenon called supercooling. Organic PCMs do not
xhibit supercooling, but they take longer to charge due to their
ow thermal conductivities.

Previous studies have demonstrated the need for heat transfer
nhancement to improve the performance of PCMs. A few studies

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 17, 2005; final manuscript received

une 13, 2006. Review conducted by Phillip M. Ligrani.

ournal of Heat Transfer Copyright © 20
have focused their attention on PCM stored in a horizontal cylin-
drical annulus. Liu et al. �1� studied the performance of stearic
acid around an electrical heating rod with external spiral fins.
These fins improved heat conduction and natural convective heat
transfer throughout the PCM. The effective thermal conductivity
was increased by a factor of up to three. Zhang and Faghri �2�
concluded internal longitudinal fins on an inner pipe transporting
air enhanced heat transfer more than placing the fins within the
annulus. The fins increased the convective heat transfer coefficient
for an otherwise low conducting fluid. Parametric studies of a
temperature transforming model of the PCM linked to the heat
transfer from the air inside the internally finned tube demonstrated
that the increase of fin width, height, and number accelerated the
melting rate of the PCM. Ismail et al. �3� performed a numerical
and experimental study of solidification of a PCM around a ver-
tical axially finned isothermal cylinder. The fin geometry and an-
nular space were varied to find a compromise between heat trans-
fer enhancement and loss of available storage capacity.

Previous theoretical studies have simulated the phase change
process in horizontal annuli. Zhang and Faghri �4� solved the
temperature distribution of n-octadecane in a cylindrical annulus
with water transported in a smooth inner tube. To avoid introduc-

ing errors, they coupled the solution of forced convection heat

MARCH 2007, Vol. 129 / 26507 by ASME
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ransfer inside the tube and heat conduction in the annulus rather
han using Nusselt number correlations assuming fully developed
ow. Ng et al. �5� numerically studied the domination of natural
onvective heat transfer in the melting of n-octadecane by heating
he inner wall of a cylindrical annulus isothermally. Cross-
ectional isotherms showed the melt region expanded uniformly in
he radial direction at the initial stage. Thereafter, an upward en-
rgy flow caused by buoyancy resulted in nonuniform melting at
he top of the annulus. Khillarkar et al. �6� adapted Ng’s model but
nvestigated two type of annuli described as “square external tube
ith a circular tube inside” and “circular external tube with a

quare tube inside,” with the inner wall, outer wall, or both walls
eated isothermally. The effect of heating both walls isothermally
as the same as heating the inside wall and outside wall sepa-

ately until the melt regions interacted and melting accelerated.
in and Yinping �7� ignored natural convective heat transfer alto-
ether and formulated the problem for the unsteady one-
imensional heat conduction equation for PCM within cylindrical
nd spherical walls. They identified thermal conductivity, specific
eat, latent heat, density, and temperature difference of the annu-
ar walls as factors influencing heat transfer enhancement. In the
heory section, a conduction model similar to Ref. �7� was formu-
ated and solved numerically and compared to experimental data
o better understand the physics of the phase change process. Also,
he goal of the experimental investigation was to determine which
f the two PCMs introduced in Table 1 transferred more heat and
id it faster in smooth-piped and spined heat exchangers under
arious charging/discharging and flow conditions.

xperimental Protocol
Figure 1 is a schematic of the experimental setup. Water was

irculated through insulated poly vinylchloride �PVC� tubing us-
ng a 24 V gear pump manufactured by Enginegear �model no.
P-301�. The water temperature was regulated by a thermoelec-

ric cooler �TEC� with dual heating/cooling modes manufactured

Table 1 Physical properties of C28 and TY83

C28 TY83

hase change temperature, Tm �°C� 28 28.3
hase change temperature range, T1−T2 �°C� 18–38 27.2–29.4
atent heat, L �kJ/kg� 126 186
ensity, � �g/cm3� 1.44 0.80 �solid�

0.77 �liquid�
pecific heat, cp �kJ/kg/°C� 3.6 2.16
hermal conductivity, k �W/m/°C� 0.5–0.7 0.15

ig. 1 Experimental setup of water-circulating loop with the

ouble-pipe heat exchanger storing PCM

66 / Vol. 129, MARCH 2007
by TE Tech �model no. LC-120�. These two components were
operated by separate dc power supplies. The two PCMs, Climsel
28 and Thermasorb 83, were charged and then discharged at a
fixed water flow rate. The chosen charge/discharge temperature
pairings were 30/26°C, 32/24°C, and 34/22°C, respectively.
Tests were performed for each pairing at water flow rates of
1 L/min, 2 L/min, and 3 L/min. These flows were chosen based
on physiological data from testing in the CRESE laboratory of
divers wearing tube suits. Altogether, these nine tests were per-
formed for four PCM-heat exchanger configurations: Climsel 28
in the smooth-piped heat exchanger, Climsel 28 in the spined heat
exchanger, Thermasorb 83 in the smooth-piped heat exchanger,
and Thermasorb 83 in the spined heat exchanger.

Figure 2 shows a cross section schematic of the smooth double-
pipe heat exchanger used in the experimental investigation. The
PCM was packed between the copper pipe transporting water and
a Plexiglas tube shrouded with vulcanized rubber. There were two
heat exchangers built for these experiments: one utilized a smooth
inner copper pipe and the other a spined inner copper pipe shown
in Fig. 3. Both pipes had smooth inner surfaces and the same wall
thickness and inside diameter. The “spined” tube is made by He-
atron Inc. using the Thermek process. The tube inside and outside
diameters are about 0.49 in. and 0.63 in., respectively. The curved
fins are about 0.6 in. long, about 0.08 in. wide at the base, and

Fig. 2 Cross section of the smooth double-pipe heat ex-
changer at x= l

2

Fig. 3 Photograph of the spined copper pipe used as the inner

tube in the double-pipe heat exchanger
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bout 0.032 in. thick. There are about 25 fins �spines� per one
piral revolution and about 170 revolutions on the tube used.

A Dell Inspiron 8100 laptop computer and National Instruments
ata acquisition system �model no. FP-1000� were used to record
ow and temperature data at 15 s intervals. At the beginning of

he experiment, the water bypassed the smooth-piped heat ex-
hanger containing C28 until the water flow was established and
hermocouple Tcontrol reached the desired charging temperature set
y the TEC software. Then, the bypass valve was closed while the
alves surrounding the heat exchanger were opened, allowing the
eated water to flow through the heat exchanger. Once the outer-
ost thermocouple �T0 in Fig. 2� reached steady state, it was

ssumed the PCM was fully charged and ready to discharge. Then
he valves surrounding the heat exchanger were closed while the
ypass valve was opened, allowing water to once again bypass the
eat exchanger until Tcontrol reached the desired discharge tem-
erature set by the TEC software. Immediately, the bypass valve
as closed while the heat exchanger valves were opened so that

ooled water flowed through the heat exchanger. Throughout the
xperiment, T0 was monitored until it reached steady state and
ata recording was ended. Tests of each charge/discharge tempera-
ure pairing and corresponding flows were completed for the
mooth-piped heat exchanger containing C28. Experiments were
hen done using the spined heat exchanger with a fresh sample of
28 for repeated testing following the same protocol. Finally,
oth heat exchangers were cleaned and refilled with TY83 for
esting using the same procedures as for C28. The estimated ac-
uracy of the calibration of the flow meter and thermocouples is
bout ±5%. The resulting accuracy of the inference of the heat
ransfer is about ±10%. The estimated accuracy of the time and
ength measurements is about ±0.1 s and ±0.10 in., respectively.

heory
Theoretical analysis of either C28 or TY83 in the spined heat

xchanger is very difficult due to the extremely complex geometry
f the spiral wound spines. Also, theoretical analysis of TY83 in
he smooth configuration is complicated by the microencapsula-
ion of TY83. Therefore, it was decided to experimentally com-
are the smooth and spined configurations and analyze the tem-
erature distribution of C28 in the smooth heat exchanger only. It
s expected that the main parameters in the smooth-piped heat
xchanger analysis will exhibit the same trends as the spined con-
guration, but with a faster charge/discharge time due to the large
urface area of the spined heat exchanger.

The equations and thermophysical properties are presented for
olving for the temperature distribution of C28 in the smooth-
iped heat exchanger. Later, the temperature distribution will be
ompared with the values of T0 in Fig. 2. The formulation of the
roblem for the temperature distribution in Region 3 of Fig. 2 is

�2T

�r2 +
1

r

�T

�r
= −

qs

k
=

�cp�T�
k

�T

�t
�1�

�k
�T

�r
�

r=ri

= h�T�ri,t� − Tfm� �2�

�k
�T

�r
�

r=ro

= q� �3�

T�r,0� = Tinit �4�

ollowing the work done in Ref. �7�, the internal heat source was
efined in Eq. �1� as a transient term with temperature-dependent

pecific heat, expressed as

ournal of Heat Transfer
qs = − �cp�T�
�T

�t
�5�

It is noted that C28 is a mixture of PCM and water with a low
concentration of water. Its density, thermal conductivity, and base
specific heat �defined as a constant value when the temperature of
C28 is not within the melting temperature range� are the following
mass-averaged properties from Inaba et al. �8�, expressed as

� = cm�C28 + �1 − cm��H2O �6�

k = cmkC28 + �1 − cm�kH2O �7�

cp,base = cmcp,C28 + �1 − cm�cp,H2O �8�

When C28 begins changing phase, it absorbs or releases large
amounts of heat. This is manifested by a large increase in specific
heat when the temperature is within the phase change temperature
limits. The specific heat was modeled as an exponential function
adapted from Inaba et al. �9� that is centered around the phase
change temperature, expressed as

cp = cp,base + a exp − �b
T�r,t� − Tm

T2 − Tm
�2

�9�

where T1 is the low phase change temperature limit; T2 is the high
phase change temperature limit; and Tm is the phase change tem-
perature. The amplitude a is expressed as

a =
2b

�� erf b

L

T2 − T1
�10�

where b is a constant that determines the width of the curve, as
shown in Fig. 4 for b=2.3. The properties within the boundary
conditions must also be specified. The boundary condition repre-
sented by Eq. �2� reflects the physical fact that the convective heat
transfer of the flowing water equals the conductive heat transfer
through the PCM at the boundary formed by r=ri. The thermal
effect of the copper pipe was ignored in this analysis due to its
low thermal resistance. The mean water temperature at the mid-
section was approximated by the average of the inlet and outlet
water temperatures of the heat exchanger �see Fig. 1�

Tfm�t� =
Tfi�t� + Tfo�t�

2
�11�

The method of computing the convective heat transfer coefficient
depends on the type of flow, as indicated by the Reynolds number.
The range of Reynolds numbers for these experiments was 1665
to 6262. If Reb�2300, then the flow was taken to be laminar, and
the following correlation for thermal entrance regions from Ref.
�10� is expressed as

Nur =
2rih̄

k
= 3.66 +

0.19�Reb Prbd/l�0.8

1 + 0.117�Reb Prbd/l�0.467 �12�

for 0.1�Reb Prb d / l�104. If Reb�2300, then the flow was taken
to be turbulent, and the following correlation for low Reynolds
numbers from Ref. �10� is expressed as

Nub =
2rih̄

k
= 0.012�Reb

0.87 − 280�Prb
0.4 �13�

where Reb and Prb are dimensionless parameters that depend on
the fluid and heat transfer properties of water. The ranges of ap-
plicability for Reb and Prb are 2300�Reb�5�106 and 1.5
�Prb�500, respectively.

The outer wall of the double-pipe heat exchanger was not per-
fectly insulated. The boundary condition represented by Eq. �3�
reflects the physical fact that the conductive heat transfer through
the PCM equals a prescribed heat flux at the boundary formed by
r=ro. Using a quasi-steady approximation, the prescribed heat

flux is expressed as
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q� =
T� − T0�t�
2�rolRt

�14�

here Rt is the sum of the conductive resistances in the Plexiglas
nd vulcanized rubber and the convective resistance of quiescent
mbient air �see Fig. 1 for a definition of subscripts�

Rt =
ln r45/ro

2�lk4
+

ln r56/r45

2�lk5
+

1

2�r56lh6
�15�

he initial condition in Eq. �4� is assumed to be the average of
hree thermocouple readings at t=0, or

Tinit =
Ti�0� + Tm�0� + T0�0�

3
�16�

quations �1�–�4� and the parameters defined by Eqs. �5�–�16�
onstitute a second-order, nonlinear, partial differential equation.
his was solved numerically using the well-known PDSOLVE/
UMERIC software in MAPLE. This amounts to a second-order

in space and time� centered, implicit finite difference scheme
Crank–Nickolson�. A study of grid independence was done and
he resulting precision of the computed temperatures is better than
.001°C.

esults and Discussion
Figure 5 shows the measured temperature response of C28 in

he smooth-piped heat exchanger charging to 34°C at 2 L/min

Fig. 4 Specific heat of C28 within th
=2.3, adapted from Ref. †9‡

ig. 5 Temperature response of thermocouples located in re-
ion 3 of Fig. 3 for C28 charging in the smooth-piped heat ex-

hanger to 34°C at 2 L/min water flow

68 / Vol. 129, MARCH 2007
water flow. As expected, thermocouple Ti indicated the highest
temperature throughout the experiment due to its location on the
heated pipe. Thermocouples Tm and T0 indicated increasingly
lower temperatures than Ti because their locations are further
away from the heated pipe. Initially, there is a large rise in Ti due
to the low thermal conductivity of solid C28. This is because more
energy is absorbed by the innermost layer of C28 than transferred
to the neighboring layer. Near the melting point, the rise in tem-
perature is slowed by phase change. This is because energy is
being used to break chemical bonds in the PCM rather than raise
its temperature. The same behavior is observed in Tm and T0.
Initially, there is a large temperature difference between Ti and the
other thermocouple readings due to the low thermal conductivity
of solid C28. When C28 melts and the liquid phase appears, the
effective thermal conductivity increases due to the presence of
natural convection heat transfer. Thus more heat is being trans-
ferred to the outer layers and the temperatures Tm and T0
“catchup” to the temperature Ti. Finally, Ti reaches steady state
when approaching the temperature of the flowing water inside the
copper pipe. As seen in Fig. 5, the experiment was run for over
4 h without Tm and T0 reaching the temperature of 34°C of the
flowing water. Clearly, heat transfer enhancement would be desir-
able for the PCM to charge more quickly.

It is well known that the use of extended surfaces increases the
surface areas of pipes and thus increases heat transfer. Figure 6
shows the difference between the temperature T0 of C28 in

hase change temperature limits for b

Fig. 6 Comparison of T0 in the smooth-piped and spined heat
e p
exchangers for C28 charging to 32°C at 2 L/min water flow

Transactions of the ASME
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mooth-piped and spined heat exchangers charging to 32°C at
L/min water flow. It is observed that T0 in the spined heat

xchanger reaches the charging temperature represented by the
ashed line in Fig. 6, but reaches steady state at a lower tempera-
ure in the smooth design. From Fig. 6, it can be seen that during
harging the spined heat exchanger reached 29°C and 30°C
bout 45 min and 195 min sooner than the smooth-piped heat
xchanger, respectively. Figure 7 shows the difference between T0
or TY83 in smooth-piped and spined heat exchangers discharging
o 24°C at 1 L/min water flow. It is observed that T0 in the spined
eat exchanger came closer to achieving the discharging tempera-
ure than in the smooth-piped heat exchanger. From Fig. 7, it can
e seen that during discharging the spined heat exchanger reached
6°C and 25.5°C about 10 min and 30 min sooner than the
mooth-piped heat exchanger, respectively. The presence of
pined fins accelerated charging and discharging due to increased
n contact �surface area� with the outer layers of the PCM. There-
ore, it is advantageous to use the spined design to fully charge or
ischarge in a timely manner because emergency situations would
equire a fast response time.

Figure 8 demonstrates that both PCMs reach the charging tem-
erature of 30°C at about the same time. Figure 9 shows that the
eat transfer rate during the transient period from the water to
Y83 is about 25% greater than the heat transfer from the water to
28 under the same conditions. Figure 10 shows that both PCMs

each the discharging temperature of 24°C at the same time for
L/min water flow. The lag �upward bulge� in the thermal re-

ponse of C28, seen in Fig. 10, is due to its relatively wide phase
hange temperature range �18–38°C, Table 1� compared with the
elatively narrow phase change temperature range �27.2–29.4°C,
able 1� of TY83. Moreover, Fig. 11 shows that the heat transfer
rom TY83 to the water is about 20% greater than the heat transfer

ig. 7 Comparison of T0 in the smooth-piped and spined heat
xchangers for TY83 discharging to 24°C at 1 L/min water flow

ig. 8 Comparison of T0 for C28 and TY83 charging to 30°C at

L/min water flow in the spined heat exchanger

ournal of Heat Transfer
from C28 to the water while discharging occurs. It can be con-
cluded that TY83 transfers more heat and does it faster than C28
for both charging and discharging.

The effect of three water flow rates on the heat transfer rate was
also examined. Figure 12 shows an increase in heat transfer rate
with increasing water flow for TY83 in the spined heat exchanger.
If higher flows than 3 L/min were tested, it is expected that the
heat transfer rate would increase further due to the increase in the
mass flow rate of water; however, there may be an overall energy
penalty for doing this.

Figures 13 and 14 show a comparison between theory and ex-
perimental data �T0� for C28 in the smooth-piped heat exchanger.
There was generally good agreement �±1.5°C� between theory
and experimental data for C28 in the smooth-piped heat ex-
changer in terms of the trends of the temperature responses. It is
suggested that the assumptions made in the boundary condition

Fig. 9 Comparison of time-averaged q for C28 and TY83
charging to 30°C at 3 L/min water flow in the spined heat
exchanger

Fig. 10 Comparison of T0 for C28 and TY83 discharging to
24°C at 3 L/min water flow in the spined heat exchanger

Fig. 11 Comparison of time-averaged q for C28 and TY83 dis-
charging to 24°C at 3 L/min water flow in the spined heat

exchanger
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ormulations and uncertainties in how to define the specific heat
re responsible for the differences. For instance, h in the boundary
ondition represented by Eq. �2� is approximate due to the limita-
ions of the Nusselt number correlations represented by Eqs. �12�

ig. 12 Time-averaged q for three water flows in the spined
eat exchanger with TY83 charging to 30°C

ig. 13 Comparison of theory and experimental data of T0 for
28 in the smooth-piped heat exchanger charging to 32°C at
L/min water flow

ig. 14 Comparison of theory and experimental data of T0 for
28 in the smooth-piped heat exchanger discharging to 24°C

t 3 L/min water flow

70 / Vol. 129, MARCH 2007
and �13�. The Nusselt number correlation represented by Eq. �12�
is accurate when the inner surface of the copper pipe is at a con-
stant temperature. However, a constant surface temperature was
never achieved in any of the experiments. The Nusselt number
correlation represented by Eq. �13� is accurate for fully developed
turbulent flow. However, the double-piped heat exchanger is not
long enough for this type of flow to occur. Also, Tfm is approxi-
mated in Eq. �2� as the average of the inlet and outlet water
temperatures in the heat exchanger. This assumes a linear tem-
perature distribution along the length of the heat exchanger. The
use of a log mean temperature difference �LMTD� would have
been more appropriate but the impracticality of measuring the
inner surface temperature of the copper pipe midsection precluded
its use. An attempt to approximate Ti as this surface temperature
resulted in random or undefined h values in the data analysis. This
randomness was caused by the fluctuating temperature difference
of the flowing water, Tfi−Tfo, which resulted in fluctuating LMTD
values. These fluctuations are expected to be the result of accu-
mulated system noise. The undefined h values occurred whenever
one of the water temperatures Tfi or Tfo was less than the surface
temperature Ti while the PCM was charging or whenever one of
the water temperatures Tfi or Tfo was greater than Ti while the
PCM was discharging. These conditions yielded a negative num-
ber in the argument of the log function, which causes the LMTD
to be undefined. The boundary condition in Eq. �3�, which is cal-
culated from the resistance model in Eq. �16�, is also approximate.
Equation �16� is expected to be accurate for the uninsulated mid-
section, yet it ignores insulated sections that precede and follow it.

There is also uncertainty in how to define the specific heat
within the phase change temperature range. There is room for
other interpretations of the shape and fullness of the curve seen in
Fig. 4. The specific heat could be more or less concentrated or
could be unsymmetrical as found in Ref. �9� from differential
scanning calorimeter �DSC� measurements. A specific heat curve
that is symmetrical about the phase change temperature was intro-
duced in the “Theory” section based on the success that Hu and
Zhang �11� had using square and sine waves that were symmetri-
cal around the melting point.

Equations �1�–�4� were also used to predict the radial distribu-

Fig. 15 Predicted theoretical distribution of temperature in the
radial direction for various times with C28 in the smooth-piped
heat exchanger charging to 32°C at 3 L/min water flow
tion of temperature for various times, as seen in Fig. 15 when C28

Transactions of the ASME
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s charging and in Fig. 16 when C28 is discharging in the smooth-
iped heat exchanger. Figure 15 shows a decrease in temperature
s the distance from the heated copper pipe increases. As time
ncreases, the magnitude of the temperature gradient defined as
T0−Ti� / �ro−ri� decreases as the temperature of the outermost
CM particles reaches the temperature of the heated copper pipe.
igure 16 shows an increase in temperature as the distance from

he cooled copper pipe increases. As time increases, the tempera-
ure gradient defined as �T0−Ti� / �ro−ri� decreases as the tempera-
ure of the outermost PCM particles reaches the temperature of the
ooled copper pipe.

Results of the experiments for other charge/discharge tempera-
ures and water flow pairings are reported in the appendix of Ba-
ikowski �12�. Because of the quite specific and limited range of
onditions considered, it is not meaningful to generalize the re-
ults in terms of nondimensional parameters. Nevertheless, for
eference purposes, it is noted that the three flows considered
1 L/min, 2 L/min, and 3 L/mins� correspond to Reynolds num-
ers of about 2000, 4000, and 6000, respectively; and typical
imes �60 min, 120 min, and 180 min� correspond to Fourier num-
ers of 3.4, 6.8, and 10.2, respectively. It is further noted that a
easonable characteristic heat transfer rate, for nondimensional
caling, would be proportional to the latent heat. This approximate
caling can be seen in the trends in Figs. 9 and 11.

onclusions
The goal of this experimental investigation was to compare two

CMs in smooth-piped and spined heat exchangers for various
harging/discharging and flow conditions. It was found that the
resence of spined fins accelerated charging and discharging due
o increased fin contact with the outer layers of the PCM. Higher
ater flows increased heat transfer between the PCM and water.
owever, it is cautioned that there may be an overall energy pen-

lty for using higher flows. TY83 in the spined heat exchanger
ransferred more heat and did it faster than C28 in the spined heat
xchanger. Both materials charged fully at about the same time,
ut the heat transfer rate from the water to TY83 during the tran-
ient period was 25% greater than the heat transfer rate from the
ater to C28. Likewise, both materials discharged fully at about

he same time, but the heat transfer from TY83 to the water was
bout 20% greater than the heat transfer from C28 to the water.

There was generally good agreement �±1.5°C� between theory
nd experimental data of C28 in the smooth-piped heat exchanger

ig. 16 Predicted theoretical distribution of temperature in the
adial direction for various times with C28 in the smooth-piped
eat exchanger discharging to 24°C at 3 L/min water flow
n terms of the trends of the temperature responses. The differ-

ournal of Heat Transfer
ences between theory and experimental data are expected to be a
result of approximations in boundary conditions and uncertainties
in how to define the specific heat.
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Nomenclature
a � amplitude, J /kg/ °C
b � arbitrary constant

cm � mass concentration of C28
cp � specific heat, J /kg/ °C �see Eq. �9��
d � inner diameter of copper pipe, m

h̄ � average convective heat transfer coefficient,
W/m2/ °C

k � thermal conductivity, W/m/ °C
l � length of heat exchanger, m

L � latent heat, J/kg
Nu � Nusselt number �see Eqs. �12� and �13��
Pr � Prandtl number
q � total heat transfer rate, W

qs � internal heat source, W/m3

q� � heat flux, W/m2

Q � volumetric flow, m3/s
r � radius, m

Rt � total resistance, K/W
Re � Reynolds number

t � time, s
T � temperature, °C

Tm � phase change temperature, °C
T1 � low phase change temperature limit, °C
T2 � high phase change temperature limit, °C

Greek Letters
� � density, kg/m3

Subscripts
b � bulk
fi � fluid �water� inlet

fm � fluid �water� midsection
fo � fluid �water� outlet

init � initial
i � inner surface

m � midpoint
o � outer surface
T � constant temperature
� � ambient
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Porous Medium Interconnector
Effects on the Thermohydraulics
of Near-Compact Heat
Exchangers Treated as Porous
Media
A novel approach of treating near-compact heat exchangers (NCHX) (surface to volume
ratio, �=100–300 m2/m3 with hydraulic diameter DM �6 mm) as a “global” porous
media, whose thermohydraulic performance is being influenced by the presence of “lo-
cal” tube-to-tube porous medium interconnectors, connecting the in-line arrangement of
tubes �D=2 mm� having square pitch of XT=XL=2.25, is investigated in this study using
numerical methods. The thermohydraulics of the global porous media (NCHX) are char-
acterized by studying the effect of transverse thickness ��� and permeability (represented
by Dai) of the local metal foam type porous medium interconnectors on the global heat
transfer coefficient (Nu) and nondimensional pressure drop ���. The fluid transport in the
porous medium interconnectors is governed by the Brinkman–Darcy flow model while the
volume averaged energy equation is used to model energy transport, with the tube walls
kept at constant temperature and exchanging heat with the cooling fluid having Pr=0.7
under laminar flow �10�Re�100�. For the chosen NCHX configuration, � and Nu
increases for an increase in Re and also with an increase in the thickness ��� of the
interconnecting porous medium. However, as the local Darcy number �Dai� of the inter-
connecting porous medium increases, the � decreases but the Nu increases. Treating the
heat exchanger as a global porous media this result translates to an increase in the � and
Nu as the global permeability (represented by Dag) decreases, where the decrease in Dag
is because of either an increase in � or a decrease in Dai. Separate correlations predict-
ing � and Nu as a function of Re and Dag (which in turn is correlated to � and Dai) have
been developed for the chosen NCHX configuration, both of which predict the numerical
data with ±20% accuracy. �DOI: 10.1115/1.2427074�

Keywords: forced convection, porous medium, metal foams, tube banks, porous fins,
permeability, heat transfer enhancement, heat exchangers
Introduction
Use of porous medium in a forced convection configuration has

ecome one of the most effective enhancement techniques in re-
ent years �1–4� due to the wide engineering and industrial appli-
ations in microporous enhanced heat exchangers �5�, electronic
ooling using metal foams, heat pipes, and solar collectors. In
ypical forced convection applications, however, the pressure pen-
lty of the porous medium usage may be high and hence the
emand for enhanced heat transfer payback is also higher: for
nstance cooling of airborne radar electronics using porous me-
ium enhanced cold plates �5� is restricted by the pump power,
hich is a premium in the aircraft that houses the electronics.
The alternate is to explore forced convection configuration with
partially filled porous medium region coexisting with a region
ithout the porous medium. This design promises a heat transfer

nhancement of comparable magnitude while incurring lesser glo-
al pressure-drop. For instance, recently, Hadim �6� reported that
he use of porous substrate enhances heat transfer of equal mag-
itude with less pressure drop when compared to the fully filled

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 7, 2005; final manuscript

eceived June 5, 2006. Review conducted by Jose L. Lage.

ournal of Heat Transfer Copyright © 20
porous medium case in a channel using fluid of Pr=10 as a cool-
ing medium. Alkam and Al-Nimr �7� studied numerically the use
of porous substrates in a double pipe heat exchanger. Kiwan and
Al-Nimr �8� introduced a novel method that enhance heat transfer
from a given surface using porous fins and compared the thermal
performance of porous fins with that of solid fins. It is found that
using porous fins equal in overall size and shape when compared
to a conventional solid fin, enhances the convection performance.

Recently, numerical investigations by Mohamad �9� reveals that
the optimum porous medium thickness of about 60% of channel
height is better for heat transfer enhancement in a heat exchanger
fitted with fully filled or partially filled porous medium. Laminar
flow of air was considered in his study and the form-drag term is
found to be not important for Da�10−4. Bogdan and Mohmmad
�10� introduced heat transfer augmentation technique in a pipe
using porous substrates and studied the effect of porous medium
thickness and its properties. Results are compared with clear �of
porous medium� fluid solution. Angirasa �11� showed experimen-
tally that the heat transfer augmentation with metallic fibrous ma-
terials and the porous block of lower porosity have lower thermal
resistance and higher heat transfer rates. Kuznetsov �12� proposed
analytical solution for the fluid flow and heat transfer effects for
steady fully developed fluid flow in a partially filled porous me-
dium parallel-plates channel. This solution accounts for the

boundary and form effects and considers a stress-jump boundary
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ondition at the porous-fluid interface. Further analytical studies
f forced convection in other partly porous configuration are
iven in more detail �13�. Faghri and Rao �14� studied the effect
n pressure drop and heat transfer by equipping the tubes with
nconnected longitudinal solid fins in inline tube banks for vari-
us Pr and it was found that the finned tube do not enhance heat
ransfer.

With the above literature serving as a relevant background, the
dea of tube-to-tube porous medium interconnectors as a means of
eat transfer enhancement in a cross flow, near-compact heat ex-
hanger �NCHX� ��=100–300 m2/m3 with hydraulic diameter
M �6 mm �15�� with inline arrangement of tubes �d=2 mm� is

nvestigated in this paper. The porous medium connecting the
ubes in the longitudinal flow direction are of metal foam type
properties given in Table 1� and the effect of their thickness and
ermeability on heat transfer enhancement of the NCHX is stud-
ed in detail.

Physical Model and Boundary Conditions
A schematic of the physical model of cross flow, near compact

eat exchanger with aligned tubes interconnected by porous me-
ium fins is shown in Fig. 1�a�. The porous medium fins are
mployed only in the longitudinal direction �Fig. 1�b��. The thick-

able 1 Values of constants in Eq. „9… taken from experimental
alues found in literature

No. Reference Permeability �Ki ,m
2� Porosity �
� keff

�5� 4.44�10−10 0.58 85.69
�34� 4.44�10−9 0.8 40.82
�35� 4.44�10−8 0.95 10.22

ig. 1 Problem configuration: „a… schematic of the problem,
b… boundary conditions and computational domain, and „c…

rid used
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ness �t ,m� of porous medium fins shown in Fig. 1�a� is equal to
the diameter of the tube, although in the numerical simulation, this
is the parameter of study �varies from 0 to ST /2�. The governing
equations in dimensional and dimensionless form are as follows.

Mass conservation equation

�u

�x
+

�v
�y

= 0 �1a�

�U

�X
+

�V

�Y
= 0 �1b�

Momentum conservation equation in x-direction

��u
�u

�x
+ v

�u

�y
� = −

�p

�x
+ �1�� �2u

�x2 +
�2u

�y2� + �2
�

K
u �2a�

�U
�U

�X
+ V

�U

�Y
� = −

�P

�X
+

�1

ReD
� �2U

�X2 +
�2U

�Y2� + �2
U

ReDDa2

�2b�

Momentum conservation equation in y-direction

��u
�v
�x

+ v
�v
�y
� = −

�p

�y
+ �1�� �2v

�x2 +
�2v
�y2� + �2

�

K
v �3a�

�U
�V

�X
+ V

�V

�Y
� = −

�P

�Y
+

�1

ReD
� �2V

�X2 +
�2V

�Y2� + �2
V

ReDDa2

�3b�
Energy conservation equation

�cp�u
�T

�x
+ v

�T

�y
� = ke� �2T

�x2 +
�2T

�y2� �4a�

�U
��

�X
+ V

��

�Y
� =

1

PreReD
� �2�

�X2 +
�2�

�Y2� �4b�

The nondimensional form of each conservation equation �1b�,
�2b�, �3b�, and �4b� is obtained by using the nondimensional vari-
ables listed in the Nomenclature.

The above conservation equations are solved for both clear �of
porous medium� fluid flow and porous medium flow by setting the
parameters �1 and �2 as one and zero, respectively, in clear fluid
zone and �eff /� and unity respectively, in the porous medium
zone so that Eqs. �2b� and �3b� automatically satisfy the porous-
fluid zone interface condition �see Fig. 1� detailed in the following
section. The effective thermal conductivity used in Eq. �4b� is
calculated using

ke = �1 − 	�ks + 	kf �5�

where the symbols are explained in the nomenclature.
Periodic boundary conditions �16� for simplifying the compu-

tational domain similar to that of the present problem �Fig. 1�a��
could be considered. However, the flow field in the present prob-
lem cannot be periodically thermally fully developed even though
it could be hydrodynamically fully developed. This is due to the
presence of the porous medium, which results in a nonperiodic
diffusion dominated flow domain. However, owing to the symme-
try of the domain, Fig. 1�a�, the flow through the tubes bank can
be simulated accurately by calculating the flow through the half
section of one row in the direction of flow as shown in Fig. 1�b�.
To complete the problem formulation, the following boundary
conditions are used in location as shown in Fig. 1�b�.

The hot fluid flowing inside the tube is modeled to be at con-
stant wall temperature ��w�. No slip boundary condition is as-
sumed adjacent to the wall and both the components of velocity
�U ,V� are set to zero. Since the flow is laminar and steady,
�U /�Y =V=�� /�Y =0 can be imposed in the mid plane between

two rows and axes �line joining the tube centers� as shown in Fig.
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�b�, while at the inlet to the channel, a known uniform velocity
eld is assumed. Since, the location of velocity inlet can affect the
umerical solution of the given computational domain, sufficient
uffer length has been provided at the inlet �LB-in� such that flow
hould be uniform �U� ,��� without thermal “back” diffusion at
he inlet. There is no thumb rule for deciding the length of the
uffer zone and it can only be determined by a trial and error
ethod. The buffer zone length provided in the problem is com-

uted for the maximum mass flow rate �Re=100� and are kept
ame for all the other lower flow rates. At the exit, the flow is
ade to be fully developed by imposing �U /�X=V=�T /�X=0, a

equirement met by an additional buffer length �LB-out� provided at
he exit between the last cylinder and the exit.

In order to accommodate a possible interface discontinuity in
he diffusion flux of momentum and heat, respectively, the appro-
riate boundary condition at the interface between a porous me-
ium and clear fluid flow section �see Fig. 1�b��, has been the
oint of interest of many researchers. In a series of pioneering
nalytical studies, Vafai and Thiyagaraja �17�, Vafai and Kim
18,19� have explored several interface boundary conditions,
hich was later extended in the analytical studies of Kuznetsov

13�. In recent reviews, the merits and demerits of such interface
oundary conditions and their validity are discussed in detail by
lazmi and Vafai �20,21�. We adopt here, the boundary conditions
roposed by Ochoa-Tapia and Whitaker �22� for partially filled
orous medium configurations, namely

Uf�CF = Uf�PM �6�

	�eff
dUf

dY
	

PM
− 	� f

dUf

dY
	

CF
= 

� f

Da
�Uf�interface �7�

��CF = ��PM �8�

	keff
d�

dY
	

PM

= 	kf
d�

dY
	

CF
. �9�

In Eq. �7�, , as explained in Ochoa-Tapia and Whitaker �23�, is
n adjustable coefficient of the order one, which depends on the
orous medium properties and, hence, has to be predetermined
rom individual experiments. Following the procedure in Ref.
23�, in the present work we set the coefficient  to zero as ex-
erimentally determined  value for the metal foam porous media
K�10−7, listed in Table 1� is not available. As a result of =0,
hen Eq. �7� is used as interface boundary condition, Eqs. �2b�

nd �3b� retain their Brinkman extended Darcy differential formu-
ation of the momentum statement inside the porous layer, allow-
ng for continuity of velocity and shear stress at the fluid-porous
ayer interface and a no-slip condition on the solid wall. Similar
xplanation is consistent with the use of Eqs. �8� and �9� as inter-
ace boundary condition for solving the volume averaged energy
quation, Eq. �4b�. This procedure was used earlier by other re-
earchers like Hadim �6�, Lundgren �24� and Abh-Hijleh and Al-
imr �25�, for similar partial porous medium filled configurations.

Computational Domain and Validation
The above problem is solved using numerical methods, em-

loying the finite volume method to discretise the set of partial
ifferential equations, Eqs. �1�–�4�. Implicit, second order upwind
olver is used with the velocity and pressure coupling achieved by
he SIMPLE algorithm. The convergence criterion �difference be-
ween the results of two successive iterations� for the continuity
esidual is set as 10−3, momentum equation as 10−6, and for the
nergy equation as 10−9. Since the work reports the heat transfer
oefficient and involves a porous medium where diffusion effects
ould become dominant, the convergence criterion used for the
nergy equation is much more stringent. The grid independence

tudy, using the following nondimensional numbers

ournal of Heat Transfer
Re = UmD/� Eu = �P/0.5�Um
2 N Nuf = qD/A�TW − Tbn�kfN

�10�
where the symbols are explained in nomenclature, are conducted
for four successive grid levels �5368, 9764, 11,586, and 16,488� at
Re=100 for flow over a tube bank �Fig. 1�. When the error be-
tween two successive levels of grid refinement is less than 1% for
both the Euler and the Nusselt number, a suitable grid size is
chosen for all the subsequent computation work. The quadrilateral
uniform grid in both x and y direction with 11,586 nodes used
over the numerical domain of Fig. 1�b� is shown in part in Fig.
1�c�, which is the cut view between two successive cylinders of
Fig. 1�a�. Further details are available in Ref. �26�.

The present numerical model has been validated for flow over
the tube banks and flow past a cylinder embedded with porous

Fig. 2 Validation of numerical method: „a… Nulocal versus � for
flow around cylinders, „b… dimensionless longitudinal pressure
distribution of the tube for flow over bank of five tubes, and „c…
validation of porous medium model used: variation of Nu with
Pe for cylinder embedded in porous medium
medium. Figure 2�a� shows the distribution of the local Nusselt
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umber around each of the five tubes in the angle � direction with
T=XL=1.5. The abscissa is the angle � from the front upstream
tagnation point of each tube. The ordinate is the local Nusselt
umber defined as

NuL = q�D/�TW − Tbn�kf �11�
The representative temperature difference is taken as the differ-

nce between the wall temperature �TW� and the bulk mean tem-
erature �Tbn� at minimum flow cross sectional area. Results for
uL from the present study is compared with that of the numerical

imulation results of Fujii et al. �27� and LeFeuvre �28� for Re
120 and Pr=0.7. The comparison is good as seen from Fig. 2�a�
nd it is evident that the shape of the distribution of NuL is the
ame for all the results and the peak occurs at �=70 deg. The
istribution of the NuL for the first ���90 deg� and fifth row of
ubes in the direction of flow ���120 deg� also compare well
ith the value predicted by Fujii et al. �27�.
Figure 2�b� shows dimensionless pressure distribution f along

he path ABCD for Re=120. The dimensionless pressure distribu-
ion defined as

f = �pin − p�/0.5�Um
2 �12�

The solid and dashed lines in Fig. 2�b� correspond to the
resent study and Fujii et al. �27�, respectively. After the fifth
ylinder sufficient buffer length has been provided such that the
utflow boundary condition does not affect the pressure distribu-
ion along the above-mentioned path. The pressure distribution of
he present study agrees well with that of Fujii et al. �27�. Figure
�c� shows the plot between the mean effective Nusselt number
ue over a cylinder against effective Peclet number Pee

Nue = 1.015 Pe0.5 �13�
The solid line in Fig. 2�c� shows the analytical solution �29� in

q. �13� as correlated by Nield and Bejan �30�. The numerical
esults from the present study with Da=1�10−6 and porosity 	
0.9 has good agreement with Eq. �13� and with the results re-
orted in Ref. �31�.

Hydrodynamic Results and Discussions
Figure 3 illustrates the local velocity profiles at midplane of the

resent configuration �see Fig. 1� for Re=10, for all the intercon-
ector thickness �0���1.0�. The PM interconnector is having a
ermeability Ki=4.4�10−10 m2, porosity of 	=0.58, and solid
hermal conductivity ks=202 W/mK, resembling an aluminium

etal foam �Table 1�. It is observed that the fluid flow through

ig. 3 Local dimensionless velocity U variation with Y at x
0.01125 for Re=10
orous medium is negligible for ��0.8, where the fluid flow is

76 / Vol. 129, MARCH 2007
mainly through the gap between the PM interconnector and the
top symmetry. For the fully filled porous medium ��=1.0� case,
due to the bulk damping caused by the PM, the viscous effects are
confined near to the wall region resulting in almost flat velocity
profile. A similar effect was also observed by Hadim �6�.

Figures 4�a� and 4�b� show, for identical interconnector PM, the
streamlines for Re=10 and Re=100, in the chosen computational
domain with six cylinders, Fig. 1�b�, for the several porous me-
dium inter connector thicknesses, 0���1. From the parallel
horizontality of the entry and exit streamlines in Figs. 4�a� and
4�b� it is clear that for all of the � including the CF case, �0��
�1� the buffer zone length �LB� chosen at the entry and exit of the
computational domain is sufficient to meet the outflow and the
velocity inlet boundary condition as discussed in the previous sec-
tion. Even though flow through the interconnector jutting out
transversely into the longitudinal flow exists when ��0.45, most
of the flow passes through the clear fluid channel �gap between
the PM interconnector and the top symmetry line�. This is the
reason for the nominal increase in the overall pressure drop
��P/L� until ��0.45 and the marked increase in �P /L versus U�

once ��0.45 in Figs. 5�a� and 5�b�. Further, as seen in Fig. 5�a�,
the �P /L for�=0.2 �bottom most curve marked with “�” sym-
bols� is less than that of the CF case �second continuous curve
from the bottom� because the presence of the PM interconnector
negates pressure-losses due to the originally existing recirculation
in the CF case �see top picture in Figs. 4�a� and 4�b��. The insig-
nificant pressure drop increase for �=0.45 when compared with
the CF case can also be attributed to the same reasoning, in this
situation, the increase in pressure drop caused by the PM inter-
connector is just counterbalanced by the magnitude of the now
absent pressure-drop increase caused by the recirculation behind
all tubes in the CF configuration. Once the PM interconnector juts
transversely in to the flow ���0.45� pressure drop increased
markedly �other curves in Figs. 5�a� and 5�b�� and reaches a maxi-
mum as expected when the channel is entirely filled with the
porous medium �Fig. 5�b��.

To explain the effect of PM interconnector thickness and per-
meability on the overall pressure drop, a nondimensional pressure
drop ��� term is defined as

� = ��P/L�/��U�
2 /2D� �14�

which is different from the one used in Eq. �10� for validation.
The nondimensional plot between � and Re for several PM inter-

Fig. 4 Streamlines for the tube bank arrangement with inter-
connecting PM thickness �=D=0.45 and Ki=4.4Ã10−10. „a… Re
=10 and „b… Re=100.
connector thickness �, is shown in Fig. 6�a�. The bottom most and
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he top most curves correspond to the CF ��=0� and the fully PM
lled ��=1� case, respectively. As Re→100, �→1 for cases with
�0.45, suggesting the pressure drop is balanced now by the U2

erm, i.e., the flow around the tube banks is departing from the
aminar flow regime. In other words, one can still interpret the
eparture from the laminar regime in such �tube bank� situations
sing the criterion for departure from laminar regime as tube di-
meter based Re�100, even though the tubes are connected by
orous medium. However, as the interconnecting PM juts into the
ow ���0.45�, the nondimensional pressure drop increase and
hows no trend of approaching 1 ��P comparable to Um

2 drag� at
e�100. This suggests that although the oncoming upstream
ow can be nonlaminar �transition or turbulent flow�, once it
asses through the PM zone, it is yet to become either turbulent or
orm drag dominated flow��P�Um

2 � drag. This observation cor-
oborates the conclusion arrived through experiments in Ref. �15�
nd also suggests that one must no longer use the tube diameter
ased Re to characterize the flow.

Figure 6�b� depicts the effect of local permeability �Ki� on non-
imensional pressure drop ���, for various PM interconnector
hicknesses ��� and for the Re range �10–100� tested. The � value
ncreases as Ki decreases for a particular � because the resistance
o fluid flow increases as Ki decreases, which in turn results in
igher �P until ��0.8. For the �→1 the interconnector perme-
bility effect is significant: lower the Ki higher the overall �P as
he viscous drag of the PM itself becomes many times larger than
he drag imposed by the tube bank �compare the ordinate values
or the CF curve in Fig. 6�a� to that of the curve with �=1 in Fig.
�b��.

To develop a correlation for the overall all pressure drops ���
nd the average Nusselt number, the above NCHX is modelled as
“global” porous medium �15� with the interconnector porous

ig. 5 Variation of pressure drop with average velocity „a… 0
�Ï0.6 and „b… �=0.8 and 1.0
edium identified as a “local” PM, whose properties �	 ,Ki� in-

ournal of Heat Transfer
fluence the global PM properties �Kg�, and hence, the global heat
transfer enhancement. To correlate the nondimensional pressure
drop a global Darcy number Dag has been introduced and defined
as

Dag = Kg
0.5/D �15�

where Kg, m2, is the global permeability of the heat exchanger
computed from a Darcy law, viz.

�P/L = �U/Kg �16�

curve-fit of the overall pressure-drop ��P /L ,Pa/m� and the aver-
age velocity �U ,m/s� data for the flow over the heat exchanger
tube banks �the curve fit is shown in Fig. 5�. The above Eq. �16�
takes the same functional form of the correlations given by
Zukauskas �32� for flow over the tube bank and compares with the
existing correlation for clear fluid flow over the tube banks, when
Dag=1, with the CF configuration treated as a limiting porous
medium �see Refs. �15,33� for more details�. For invariant heat
exchanger geometry, the global permeability Kg in Eq. �16� is only
a function of the PM interconnector thickness ��� and permeabil-
ity �Ki ,m

2�. Therefore, the global Darcy number Dag can be cor-
related to a local PM interconnector permeability based Darcy
number Dai �=Ki

0.5 /D�, the PM interconnector thickness �. Using
the curve-fit of Fig. 5 for all the three cases of Ki listed in Table 1,
a general correlation for Dag can be given as

Dag = C1
� 2�

� + 1
�Dai + C2�1 − ��� �17�

In Eq. �17�, C1 and C2 are constants which subsume the effect of
porosity �	� and other geometrical parameters �D ,ST ,SL� of the
heat exchanger that affect the overall longitudinal pressure drop.

Fig. 6 „a… Effect of � on � versus Re for Ki=4.4Ã10−10 and „b…
effect of � and Ki on � versus Re
In the present paper, these are fixed values of 1 and 0.34, as the
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CHX geometry is invariant. Further, in the limit when �=0, Eq.
17� predicts a global Darcy number for the NCHX model without
orous medium �i.e., Dag=C1�C2=DaCF=0.34�. In other words,
aCF, the Darcy number for NCHX without interconnecting PM is

alculated using Kg, obtained from the Darcy fit, Eq. �16�, of the
ata with �=0 �one curve above the bottom-most curve in Fig.
�a��. In the other limit when �=1, Eq. �17�, predicts a global
arcy number obtained from the Darcy fit, Eq. �16�, of the top
ost curve in Fig. 5�b�. However, this global Dag �=C1�Dai,

rom Eq. �17�, when �=1� is not equal to the local Dai in the limit
f �=1 because of the presence of the tube banks themselves,
hich cause the global permeability to decrease even further. The

orrelated Dag Eq. �17� predicts data obtained from the numerical
imulations within ±18% accuracy.

Using Eqs. �14�, �10�, and �17�, Eq. �16� can be expressed in
ondimensional form as

� = 2 Re−1Dag
−2 �18�

form similar to that used in earlier studies �9,15�, when the
orm-drag component of the porous medium model is neglected.
igure 7 shows the parity plot between the non-dimensional
ressure-drop results predicted from Eq. �18� used together with
he correlation in Eq. �17� and the numerical simulation results.
quation �18�, together with the correlation in Eq. �17�, predicts

he numerical simulation pressure-drop results within ±20% accu-
acy.

Heat Transfer Results and Discussion
Figures 8�a� and 8�b� displays the isotherms for the problem

omain corresponding to Re=10 and Re=100, respectively. It can
e observed that the temperature of the zone in between the tubes
pproach the value of �w, once the tubes are connected by the PM
ith high thermal conductivity �compare, the case of �=0 with
�0 in Figs. 8�a� and 8�b��. The increase in heat transfer area
etween the fluid and the hot tube wall because of the presence of
he PM interconnector results in an increase in the heat transfer to
he fluid for fixed tube wall temperature. This enhancement effect
s present even though there is less flow �forced convection� in the
M interconnector zone as observed from Figs. 3 and 4. Further,

his enhancement effect exists even for situations when ��0.45,
ecause the flow above the PM zone would still wash over larger
urface area with higher average temperature close to �w �the PM
nterconnector zones between tubes�. However, because of large
eat transfer area provided by the PM interconnector, the fluid
ulk temperature Tb �defined at a cross section in the fluid region
bove the PM interconnector zone� approaches �w much sooner

ig. 7 Parity plot for data versus proposed � correlation, Eq.
15…
efore it reaches the final tubes, towards the exit of the system

78 / Vol. 129, MARCH 2007
�along x-direction in Fig. 1�. This reduces the heat transfer be-
tween the final tubes �in our case, last three tubes� and the fluid.
This effect is seen in Figs. 8�a� and 8�b� and seeps into the flow
over the upstream tubes as �→1.

The plot between the average Nusselt number and Re, defined
in Eq. �10�, for Pr=0.7, is shown in the Fig. 9. The representative
temperature difference in the Nuf is taken as the difference be-
tween the wall temperature ��w� and the average of the cross-
section area and flow weighted bulk mean temperature ��b� at the
inlet and the exit plane. The bottom most and the top most curve
in Fig. 9 correspond to the CF flow case ��=0� and the fully filled
PM case ��=1�, respectively. Further, as Re→10, Nuf →1 for all

Fig. 8 Isotherms for the tube bank arrangement with intercon-
necting porous medium thickness �=D and Ki=4.4Ã10−10. „a…
Re=10 and „b… Re=100.
the � values including the CF flow ��=0� because of the fluid
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emperature reaches an asymptotic maximum value ���w� irre-
pective of the porous medium solid material. When Re→100,
uf for the case of �=0 is about 3.67 and for ��0.45, Nuf is
reater than the 3.67, which suggests that heat transfer enhance-
ent can be achieved even for ��0.45 because of the increased

eat transfer surface area provided by the PM interconnector, an
ffect not observed in Ref. �14� when the gap between the tubes is
ade of unconnected solid fins.
Figures 10�a� and 10�b� show the velocity and temperature pro-

les at the exit for �=0.45 and Re=100, for different permeabili-
ies of the interconnector PM. As limiting cases of the intercon-
ector PM, velocity and temperature profiles when Ki=KCF �i.e.,
he tube bank case in Fig. 1, without the interconnecting PM� and
hen Ki→0 �i.e., when the interconnecting fin is almost a solid�

re also included in these figures. It can be observed from the Fig.

Fig. 9 Effect of � on Nu versus Re for Ki=4.4Ã10−10

ig. 10 For several local permeabilities Ki, at Re=100 and �

0.45. „a… Velocity and „b… temperature profiles at the exit.

ournal of Heat Transfer
10�a� that the local velocity profiles for these limiting cases of Ki
“bound” the velocity profiles for other Ki values of the intercon-
nector PM. As expected, the Ki→0 case �i.e., when the intercon-
necting fin is almost a solid� registers for the local velocity value,
the lowest inside the PM zone ���0.45� and highest out of the
PM zone, because of the imposed mass conservation across the
flow control volume. Likewise, the Ki=KCF case �i.e., the tube
bank case in Fig. 1, without the interconnecting PM� yields the
opposite effect. The velocity profiles for the rest of the Ki values
moves from near the Ki=KCF case values towards the Ki→0 case.

Figure 10�b� displays the corresponding temperature profiles at
the exit for the cases discussed in Fig. 10�a�. The extreme left
curve is for the limiting case of Ki=KCF �i.e., the tube bank case in
Fig. 1, without the interconnecting PM�. The bulk temperature at
the exit for this case is the lowest. The other limiting case when
the Ki→0 case �i.e., when the interconnecting fin is almost a
solid� results in all of the cooling fluid to flow over the tube banks
connected with the almost solid fins, resulting in an improved
forced convection effect. For fixed wall temperature �w of the
tubes, this results in a higher local fluid temperature because more
heat is drawn from the isothermal tubes. When the Ki takes values
other than these two bounding values, the local temperature is
influenced by a combination of effects. For Ki=4.4�10−8 m2

�highest value of the three metal foam matrix tested�, first because
of the presence of the metal matrix and high porosity, the local
heat transfer area around each of the isothermal tubes is increased.
Second, as seen from Fig. 10�a�, the flow inside the PM zone for
this Ki value is close to that of case �i.e., higher than for the rest of
the Ki values� resulting in a higher degree of forced convection
effect in the PM zone. Because of the combination of these two
effects, in this case of Ki=4.4�10−8 m2, maximum heat is drawn
from the tubes when compared to the other cases, resulting in the
highest local temperatures registered in Fig. 10�b�.

From the results of Fig. 10 it is clear that the exit bulk tempera-
ture of the domain in Fig. 1 increases for a fixed �, when Ki of the
interconnector PM increases. For a fixed tube wall temperature,
this results in a decrease in the temperature difference ��w−�b�
used in the definition of the overall Nu in Eq. �10�. On the other
hand, the average heat flux q /A in the overall Nu definition in Eq.
�10� also increases for increase in �b, as explained in the above
paragraph. The combination of these two effects results in an in-
crease in the overall Nu, as Ki increases for a fixed � of the
interconnecting PM. This result is presented in Fig. 11, as the
variation of overall Nusselt number with Re for different Ki and �
values of the PM interconnector. The top and bottom most curves

Fig. 11 Nu versus Re for several interconnecting porous me-
dium permeabilities
are for �=1.0 �FPM� and �=0.0 �CF�, respectively. For FPM ��
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1.0� case there is no significant variation observed in Nu irre-
pective of Ki, because the cooling fluid approaches the maximum
emperature of the domain ��w� just after the entry itself, irrespec-
ive of the Ki used. Hence, the temperature difference ��w−�b�
nd heat flux remains almost constant in Eq. �10� and results in no
ariation in Nu.

For the chosen NCHX configuration �Fig. 1� with the PM in-
erconnectors �Table 1� made of aluminium foam having ks
202 W/mK, the overall Nu in Fig. 11 is correlated with Re and

he global Darcy number defined in Eq. �17� as

Nu = 0.1Re�1−0.5Dag� + Dag �21�
Equation �21� predicts an increase in the overall Nu as Re in-

reases irrespective of the interconnector PM configuration. As
iscussed earlier �paragraph below Eq. �17��, Dag=DaCF when �
0 and Dag→Dai when �=1. It can be seen that from Eq. �21�,

esults consistent with existing literature �30� are obtained at these
imits. The parity plot in Fig. 12 shows that the above correlation
q. �21� predicts the overall average Nusselt number data within
20% accuracy.

Conclusions
In this work, treatment of NCHX as a global porous medium,

hose thermohydraulic performance �heat transfer coefficient,
u, and pressure drop, �� is being influenced by the presence of

ocal tube-to-tube porous medium interconnectors, connecting the
n-line arrangement of tubes is studied using numerical methods.

The tubes of the NCHX are kept in inline arrangement having
quare pitch of XT=XL=2.25 and are maintained at constant wall
emperature, with the cross flow of Pr=0.7 maintained in the lami-
ar flow �10�Re�100�. The influence of the permeability
10−8�Ki�10−10, m2� and thickness of the metal foam type po-
ous media, used as interconnectors between successive tubes
D=2 mm�, on the NCHX �surface to volume ratio, �
100–300 m2/m3 with hydraulic diameter DM �6 mm� has been

tudied.
The overall NCHX Nu was found to decrease with an increase

n the local interconnecting porous medium permeability �repre-
ented as Dai�, for all partially filled porous medium interconnec-
or �0���0.8� in the present configuration for all the Re tested.
o significant effect of Dai was observed in the range of 10−8

Ki�10−10, m2, on the overall heat transfer �Nu�, when the po-
ous medium interconnector fills entirely the region around the
ube bank �i.e., when �=1�. Also, irrespective of the value of Dai,

Fig. 12 Parity plot for the Nu data and correlation, Eq. „17…
hen �=1, the variation of Nu with Re is found to be linear.

80 / Vol. 129, MARCH 2007
For the NCHX configuration chosen in the present problem, the
nondimensional pressure drop and heat transfer coefficient �� and
Nu� values increase for an increase in the cross flow Re and also
with an increase in the thickness ��� of the tube-to-tube intercon-
necting porous medium. However, as Dai increases, the � de-
creases but the Nu increases. When the NCHX is viewed as a
global porous medium this result is interpreted as an increase in
the � and Nu as the global NCHX permeability �represented by
Dag� decreases. As Dag is related to � and Dai �through Eq. �17��,
the decrease in Dag is shown to be because of either an increase in
� or a decrease in Dai, both properties of the interconnecting
porous medium. An overall energy gain �pump power/heat trans-
fer� of the present system �Fig. 1� can also be made. For instance
with �=0.45, the present system is found to be 1.4 times that of
the system without the porous medium inter-connectors.

Separate correlations predicting � and Nu as a function of Re
and Dag �which in turn is correlated to � and Dai� have been
developed for the chosen NCHX configuration, both of which
predict the numerical data with ±20% accuracy. The design engi-
neer can use these correlations as useful tools to predict the per-
formance of such a heat exchanger used in this study.

Nomenclature
A � surface area of the tube, �D, m2

A1 � minimum cross sectional area between tube to
tube, m2

CF � clear fluid domain, Fig. 1
D � diameter of the tube, m

Da � Darcy number, K0.5 /D
f � dimensionless pressure drop, Fig. 2, Eq. �12�
k � thermal conductivity, W/mK
K � permeability, m2

L � length of the tube bank, m
LB � length of the buffer zone length, m
N � number of rows in the tube bank

NCHX � near compact heat exchangers
Nue � average effective Nusselt number over the

tube, Eq. �13�
Nu � average Nusselt number, Eq. �10�

p � pressure, Pa
PM � porous medium domain, Fig. 1
pin � pressure at inlet, Pa
P � dimensionless pressure p / ��U�

2 �
Pee � Peclet number, U�D /�e
Pre � effective Prandtl number, � / �ke / ��cp� f��
�P � global longitudinal pressure drop across the

tube bank
q � total heat transfer, W

q� � local heat flux, W/m2

R � radius of the tube, m, Fig. 1
Rem � Reynolds number, UmD /�
ReD � Reynolds number, U�D /�

SL � longitudinal tube pitch, Fig. 1, m
ST � transverse tube pitch, Fig. 1, m
T � temperature, ���TW−T��+T��

TW � wall temperature, K
Tb � bulk mean temperature, K
T� � free-stream temperature, Fig. 1, K

u � x direction local and seepage speed in CF and
PM zones, Fig. 1, m/s

U � dimensionless velocity in x direction, u /U�

U� � free stream velocity, Fig. 1, m/s
Um � average velocity at minimum cross section,

Fig. 1, m/s
v � y direction local and seepage speed in CF and

PM zones, Fig. 1, m/s
V
 � dimensionless velocity in y direction, v /U�
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x ,y � space coordinates
X � dimensionless distance in x direction, x /D

XL � dimensionless longitudinal tube pitch, SL /D,
Fig. 1

XT � dimensionless transverse tube pitch, ST /D, Fig.
1

Y � dimensionless distance in y direction, y / �D�

reek Symbols
� � thermal diffusivity, m2/s
� � dimensionless transverse porous medium thick-

ness, t /Sn, Fig. 1
	 � porosity of the interconnecting PM, Table 1
� � dimensionless temperature, �T−Tin� / �TW−Tin�
� � dynamic viscosity, N s/m2

� � kinematic viscosity, m2/s
� � density, kg/m3

� � non-dimensional pressure drop, Eq. �14�
� � angle on the tube surface

ubscripts
b � bulk
e � effective porous medium property
f � fluid property
g � global properties
i � interconnector porous medium properties
n � normal, local
s � solid property
t � thickness
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Thermal Performance of
Multipass Parallel and
Counter-Cross-Flow Heat
Exchangers
A thorough study of the thermal performance of multipass parallel cross-flow and
counter-cross-flow heat exchangers has been carried out by applying a new numerical
procedure. According to this procedure, the heat exchanger is discretized into small
elements following the tube-side fluid circuits. Each element is itself a one-pass mixed-
unmixed cross-flow heat exchanger. Simulated results have been validated through com-
parisons to results from analytical solutions for one- to four-pass, parallel cross-flow and
counter-cross-flow arrangements. Very accurate results have been obtained over wide
ranges of NTU (number of transfer units) and C* (heat capacity rate ratio) values. New
effectiveness data for the aforementioned configurations and a higher number of tube
passes is presented along with data for a complex flow configuration proposed elsewhere.
The proposed procedure constitutes a useful research tool both for theoretical and ex-
perimental studies of cross-flow heat exchangers thermal performance.
�DOI: 10.1115/1.2430719�

Keywords: thermal effectiveness, NTU, cross-flow, heat exchangers
Introduction
A number of methods have been applied to the design and

nalysis of heat exchangers. These approaches include the so-
alled �-NTU method, the logarithmic-mean temperature differ-
nce �MTD� and those based on the Mueller and Roetzel charts
1�. Kays and London �2� listed some arguments in favor of the
-NTU method as compared with the MTD method. One of the
ost significant arguments is that the �-NTU solution is straight-

orward in performance prediction for rating problems as com-
ared to the MTD approach, which requires successive approxi-
ations. As a general rule, �-NTU relations are very useful for

eat exchangers rating and design �2,3�. Sekulic et al. �1� argued
hat continuing efforts to design more efficient and compact heat
xchangers to operate under specific conditions may require
-NTU formulas not reported in the literature. They carried out a
omprehensive review of methods for the determination of
-NTU expressions for two-fluid heat exchangers with simple and
omplex flow arrangements. The available methods were divided
nto the following categories: analytical, approximate, curve fit-
ing, numerical, matrix formalism, and those based on the heat
xchanger configuration properties.

Recently, Pignotti and Shah �4� discussed some methods for the
evelopment of �-NTU expressions for heat exchangers with
omplex flow arrangements. Among these methods, the following
re worth mentioning: the Domingos’ rules �5�, the chain rules,
nd the rules for heat exchangers with one of the fluids mixed. By
sing these procedures, Pignotti and Shah �4� were able to de-
elop �-NTU relations for 18 new flow arrangements. Shah and
ignotti �6� looked over complex flow arrangements to relate

hem to simple forms with available solutions either exact or ap-
roximated. They raised effectiveness relations for tubular cross-
ow heat exchangers with seven different flow arrangements

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 11, 2005; final manuscript

eceived June 14, 2006. Review conducted by Karen Thole.
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that could be manufactured out from the same six-row tube
bundle. Bacliç �7� presented a list of closed-form expressions for
the effectiveness of new flow arrangements of compact heat ex-
changers.

Studies by Taborek �8�, Bacliç �7�, and Stevens et al. �9� deal-
ing with the evaluation of the heat exchanger effectiveness of
multipass parallel and counter-cross-flow configurations are worth
mentioning. Recently Chen et al. �10� used the procedure pro-
posed by �9� in the determination of a closed form of the effec-
tiveness of a four-row counter-cross-flow heat exchanger.

The state of the art in the development of �-NTU data for
cross-flow heat exchangers presented in the preceding paragraphs
has revealed the need of further research and analysis. The present
paper reports results of an ongoing investigation of heat ex-
changer simulation through a methodology proposed in a previous
paper �11�. The focus in this case is multipass cross-flow heat
exchangers. Initially, the modeling and solution procedures are
outlined, followed by the proposed algorithm validation by com-
parison to available analytical expressions for the effectiveness.
Finally, results for standard and complex multipass cross-flow ar-
rangements are analyzed and discussed.

2 Modeling and Numerical Procedure
The proposed procedure aims at the determination of the ther-

mal effectiveness of cross-flow heat exchangers through a numeri-
cal procedure. A summary of this procedure will be developed in
the present section. One of the main applications of cross-flow
heat exchangers is in processes involving air as the external fluid.
Serpentine tube-fin heat exchangers are among those heat ex-
changers. In what follows, air will be implicitly assumed to be the
external fluid, though the conclusions and results could be ex-
tended to any fluid.

In the development of the heat transfer model, the following
assumptions have been made regarding the heat exchanger as a
whole: �i� steady state, �ii� negligible heat transfer with the sur-
roundings, �iii� no heat sources either in the fluids or in the heat

exchanger walls, �iv� the tube fluid is considered mixed, �v� trans-

007 by ASME Transactions of the ASME
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ort properties of the fluids and heat transfer coefficients are as-
umed constant, and �vi� no phase changes occur in both fluid
treams.

The procedure consists of the following basic steps: �i� division
f the heat exchanger in finite, three-dimensional, control volumes
erein designated by “elements,” each element being itself a
mixed-unmixed” cross-flow heat exchanger; �ii� solution of the
et of governing equations for each element; and �iii� step-by-step
olution of governing equations of subsequent elements along
ach circuit of the in tube fluid.

A schematic illustration of a typical element is shown in Fig. 1.
t can be noted that this is a cross-flow heat exchanger with the
ube fluid being mixed and the external unmixed. The tube fluid
ill be considered as the hot one for analysis purposes. The num-
er of elements along the tube fluid circuit must be sufficiently
igh so that their size will generally be small, and, as a result, the
ow rate of the external fluid will be very small compared to that
f the fluid tube �see Fig. 2�a�, point 6�. Thus, the thermal capac-
ty �specific heat times the mass flow rate� of the external fluid
ill be significantly smaller than that of the fluid tube, that is,

c
e�Ch

e, where the subscripts h and c stand for hot and cold,
hereas the superscript e designates the element. Since the ele-
ents are small mixed-unmixed crossflow heat exchangers fulfill-

ng the above condition for Cc and Ch, their thermal effectiveness
an be approximated by the following expression:

�e =
�Tc

e

Th
e − Tc,i

e = 1 − e−�UA�e � Cc
e

�1�

here U is the overall heat transfer coefficient, A is the outer total
eat exchanger area, and Th

e is the average tube fluid temperature
n the element, given by

Th
e = 0.5�Th,i

e + Th,o
e � �2�

quations �3� and �4� for the outlet element temperatures, can be
btained by combining Eqs. �1� and �2� with those corresponding
o the energy balances in each fluid,

Tc,o
e =

B + 2�1 − �e�
2 + B

Tc,i
e +

2�e

2 + B
Th,i

e �3�

Th,o
e =

2 − B

2 + B
Th,i

e +
2B

2 + B
Tc,i

e �4�

here B=Cc
e�e /Ch

e. More detailed information regarding the deri-
ation of the above set of equations can be found in �11�. It must
e noted at this point that the thermal effectiveness of the ele-
ents, �e, is constant throughout the heat exchanger since the

lements are chosen of equal size.
The solution of the governing equations for the set of elements

hat make up the whole heat exchanger can be accomplished by a
arching procedure; a description of it is shown in the block

iagrams of Figs. 2�a� and 2�b�. Further details of the numerical

Fig. 1 Fluid element illustration
rocedure can be found in �11�. Though the diagrams of Fig. 2 are

ournal of Heat Transfer
self-explanatory, some comments must be made regarding the
proposed procedure in order to make some aspects of it clearer to
the reader:

• It must be stressed that the aim of the present study is to
raise ��, NTU� or other relationships for heat exchangers of
known geometry and flow configuration of both fluids.

• The assumed input parameters are the NTU of the heat ex-
changer, and one of the two following pairs: C* and Cmin or
Cc and Ch.

• Since ��, NTU� relations are independent on the inlet tem-
peratures of both fluids, they are arbitrarily assumed.

• The size of each element and associated parameters, such as
�UA�e, Ch

e and Cc
e, and NTUe can be determined from the

assumed number of elements, Ne, and the number of tubes
and tube rows of the heat exchanger, Nt, and Nr. The number
of elements must be chosen so that Cmin

e =Cc
e�Ch

e, where the
cold fluid is assumed to be the unmixed external fluid, as
noted before.

• The element effectiveness, �e, can then be determined from
Eq. �1�.

• The first element is the one at the fluid tube entrance. For a

Fig. 2 „a… Diagram of the numerical procedure and „b… dia-
gram of the temperature distribution algorithm
parallel flow configuration, the inlet temperatures of both

MARCH 2007, Vol. 129 / 283



3

r
b
f
c
s
“
fl
o
p
h
f

F
f
„

2

fluids are known and the exit temperatures can be obtained
from Eqs. �3� and �4�. By applying a similar procedure to
the succeeding elements along the path of the tube fluid, the
corresponding exit temperatures can be determined, allow-
ing for the heat exchanger temperature mapping. The aver-
age exit temperatures of both fluids can then be determined.

• The inlet temperature of the external fluid �cold� in the first
element is not known in the case of a counterflow configu-
ration. This temperature must be assumed so that an iterative
procedure must be followed in the determination of the tem-
perature distribution, as suggested in the diagram of Fig.
2�a�. The proposed convergence criterion is given in terms
of the average outlet temperature of the external �cold� fluid.

• The thermal effectiveness of the heat exchanger, �, corre-
sponding to the assumed heat exchanger NTU value, can
then be determined.

Validation of the Algorithm
In order to validate the proposed algorithm, a comparison to

esults obtained from theoretical relations from the literature has
een carried out. The geometry of the heat exchangers considered
or comparison purposes is shown in Fig. 3. These are cross-flow
onfigurations of 1–4 tube rows, designated by Gi,j

k . The super-
cript k designates either the set of heat exchangers known as
parallel cross-flow,” in which case k� p, or the “counter-cross-
ow,” k�c. The first subscript, i, stands for the number of passes
f the tube fluid, and j for the number of rows per tube fluid
asses. The heat exchangers of Fig. 3 include a “pure cross-flow”
eat exchanger, designated by G1,1, and those of two, three, and

ig. 3 Schematic representation of the heat exchangers used
or the validation of the proposed algorithm: „a… G1,1, „b… G2,1

p ,
c… G3,1

p , „d… G4,1
p , „e… G2,1

c , „f… G3,1
c , and „g… G4,1

c

our passes, with one row per pass, parallel and counter-cross-flow
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heat exchangers, designated, respectively, by Gi,1
p and Gi,1

c with i
varying from 1 to 4. Table 1 presents the set of theoretical rela-
tions for the thermal effectiveness of the heat exchanger configu-
rations of Fig. 3 �2,8,12�. The thermal effectiveness of the parallel
flow and counter flow heat exchangers are also displayed in Table
1 as they are the limit of both cross-flow configurations when the
number of passes of the tube fluid is sufficiently high. The effec-
tiveness determined from the Table 1 relations are designated by
�th. Comparisons have been made in the following ranges: 0
�C*�1, and 0�NTU�10. Values of C* and NTU have been
varied at intervals of 0.1, starting at 0. The comparison parameter
adopted in the present study is the “relative error” of the algorithm
with respect to the results from the Table 1 relations, defined as

� = �� − �th

�th
�100 �5�

where � is the algorithm computed effectiveness.
Table 2 presents the maximum relative errors obtained for the

different configurations of Fig. 3 in the aforementioned ranges of
C* and NTU. It can be noted that the obtained errors are rather
small for all cases, with upper limits being of the order of 10−04%
and 10−06%, respectively, for the counter-cross-flow and parallel
cross-flow arrangements. These are rather small errors to be con-
sidered significant for any practical purpose. As a general rule, the
parallel cross-flow arrangement errors are lower than the counter-
cross-flow errors. This trend probably is related to the iterative
procedure required in counter-cross-flow as compared to its coun-
terpart arrangement. However, this does not mean that the effec-
tiveness computation is not accurate in all cases. Considering the
four passes, counter-cross-flow arrangement, for conditions �C*

and NTU� corresponding to the maximum relative error, 1.2
�10−4% according to Table 2, effectiveness values from simula-
tion and Eq. �16� are equal to 0.996189 and 0.996188, respec-
tively. This minimal difference implies that, even for an iteratively
computed effectiveness, as for the counter-cross-flow arrange-
ments, the results are very accurate.

Comparisons to other geometries and arrangements have been
performed and can be found in a previously published paper �11�.
All the comparisons carried out under the present investigation
have produced rather small errors, confirming the adequacy of the
proposed algorithm in predicting the thermal effectiveness of heat
exchangers of complex geometry.

4 Other Geometries and Flow Arrangements
Given the satisfactory results obtained from the proposed algo-

rithm in the validation procedure, the following step is to apply it
in the analysis of two important problems in the heat exchangers
literature, namely, the effect of the number of tube passes �or
rows� in cross-flow configurations, and the ��, NTU� performance
in complex flow arrangements.

4.1 Effect of the Number of Tube Passes. The relations of
Table 1 for cross-flow arrangements are limited to four tube
passes �or rows�. There are no known theoretical relations for the
thermal effectiveness available for arrangements with a higher-
than-six number of tube passes. The general practice has been to
assume the relations for pure parallel flows and counterflows, as
these are the limit arrangements when the number of tube passes
tends to infinity. However, this practice might lead to significant
errors in the thermal effectiveness determination. Table 3 has been
raised in order to determine the order of magnitude of these errors.
The actual effectiveness in this table �, evaluated by applying the
proposed algorithm, is compared to the effectiveness from either
the parallel flow or the counterflow arrangements �th,�, for cross-
flows with a higher number of tube passes �Nr	4�. The range and
increment intervals of C* and NTU considered in the development
of Table 3 are the same as those of Table 2. Table 3 results are
presented in terms of the maximum and the average relative er-

rors, the latter defined as
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here N is the number of data points considered in the evaluation
f the particular flow arrangement. An overview of Table 3 allows
ne to draw the following general conclusions:

• The first arrangement for both cross-flow configurations is
the one with four tube passes. As expected, the errors are
rather high attaining the order of 3.1%, with an average of

able 1 �-NTU relationships for multipass parallel cross-flow a
2‡; Eqs. „10…–„12… from †12‡; Eqs. „14…–„16… from †8,12‡…

r Side of Cmin

A

Mu

A
�A= �1−

K

2

A
�A=1− �1−

K

2

A
�A=1−

K

2 �1−
K

2
+

K2

4 �−K

Parallel flow
heat exchanger

Mu

A
�A=1− �K

2
+

A
�A=1− ��1−

K

2 �
A

�A=1− �K

2 �1−
K

2
+

K2

4 �+K

Counter-flow
heat exchanger

luid A mixed, Fluid B unmixed, CA
* =1/CB

* , �B=�ACA
* , NTUB=NTUACA

* ,

able 2 Maximum relative error as a function of the number of
ube rows

r Geometry Cmin=Cair Cmin=Ct

G1,1 versus Eq. �9� 1.1�10−6 1.4�10−6

G2,1
p versus Eq. �10� 8.7�10−7 9.0�10−7

G3,1
p versus Eq. �11� 6.2�10−7 8.9�10−7

G4,1
p versus Eq. �12� 6.3�10−7 8.0�10−7

G2,1
c versus Eq. �14� 2.6�10−5 1.4�10−5

G3,1
c versus Eq. �15� 5.7�10−5 2.4�10−5

G4,1
c versus Eq. �16� 1.2�10−4 3.8�10−5
ournal of Heat Transfer
0.6%, for the parallel cross-flow arrangement, and 6.7% and
average of 1.5%, for the counter-cross-flow arrangement.

• The maximum and average errors diminish with the number
of tube passes. Negligibly small deviations are attained for a
number of tube passes of the order of 50, though, for prac-
tical purposes, this number could be much smaller, as the
results of Table 3 clearly indicate.

• The errors found in counter-cross-flow arrangements are
significantly higher than their parallel cross-flow counter-
parts. In fact, whereas the latter arrangement presents a
maximum error of the order of 0.2% �Cmin=Ct� for eight
tube passes, the maximum deviation in the case of the
counter-cross-flow arrangement is of the order of 2.1%. The
latter figure is, by no means, negligible.

It has been a common practice to assume that the thermal ef-
fectiveness of a cross-flow heat exchanger with more than six tube
passes can be approximated by either the pure parallel or the pure
counterflow arrangements for industrial applications �8�. The
analysis of Table 3 data demonstrates that this is not the case, at
least for the counter-cross-flow arrangements in heat exchangers
with high NTU and C* values �not shown in Table 3�. Bes �13�
has also called attention to this fact. He found out that the absolute

counter-cross-flow configurations „Eqs. „9…, „13…, and „17… from

Relation Equation

Pure cross-flow

1−e−�1−eNTUACA
*

� /CA
* �9�

ass parallel cross-flow

−e−2K/CA
*
�, K=1−e−NTUA�CA

*
/2�

�10�

3K/CA
*
−K�1−

K

4
+

K

CA
* �1−

K

2 ��e−K/CA
* �11�

=1−e−NTUA�CA
*

/4�

K

2 ��1+2
K

CA
* �1−

K

2 ��e−2K/CA
*
− �1−

K

2 �3

e−4K/CA
* �12�

=1−e−NTUA�CA
*

/4�

=
1−e−NTUA�1+CA

* �

1+CA
*

�13�

ass counter-cross-flow

K

2 �e2K/CA
*�−1

, K=1−e−NTUA�CA
*

/2�
�14�

/CA
*
+ �K�1−

K

4 �− �1−
K

2 � K2

CA
* �eK/CA

*	−1 �15�

=1−e−NTUA�CA
*

/3�

K

2 ��1−2
K

CA
* �1−

K

2 ��e2K/CA
*
+ �1−

K

2 �3

e4K/CA
*	−1 �16�

=1−e−NTUACA
*

/4

1−e−NTUA�1−CA
* �

1−CA
*e−NTUA�1−CA

* �

�17�

=CA /CB
nd

�A=

ltip

��1
�2

e−

K

�1−

K

�

ltip

�1−

2

e3K

K

�1−

K

�=

CA
*

error between his proposed analytical relation for a counter-cross-
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ow arrangement of 20 tube passes and Eq. �17�, for NTU
5,
ends to 2.5%. For a similar flow arrangement, according to the
resent approach, the maximum relative error is of the order of
.4%, for C*	0.7 and NTU
5. This is a figure significantly
ower than that found by Bes �13�, but still too high to be ne-
lected. It could be argued that these errors are rather low for
ractical purposes. However, if one considers that in design analy-
is, the effectiveness is known and the NTU value must be deter-
ined from it in order to evaluate the product UA, this conclusion
ight be questionable. In fact, it has been pointed out in a previ-

us paper �11� that a very small error in the effectiveness can lead
o NTU errors of more than one order of magnitude higher in the
ange of high values of NTU. For example, it can be shown that
or a heat exchanger of 1 tube pass, C*=0.5, and NTU�5, an
ffectiveness error of 0.1% leads to an error of the order of 4.0%
n the NTU value. Thus caution must be exercised in applying
implified ��, NTU� relations in order to prevent incurring larger
rrors than expected.

Effectiveness data for five to ten tube passes have been deter-
ined by applying the proposed algorithm and can be found in
ables 4 and 5 for parallel cross-flow and counter-cross-flow con-
gurations. It must be noted that effectiveness data for flow ar-
angements of more than six tube passes have not been published
hus far in the open literature. The effectiveness of the limit con-
gurations of pure parallel and pure counterflow has also been

ncluded in the last column of each table as a reference. The
ffectiveness considered in these tables is the so-called P tempera-
ure effectiveness, defined as

P =
�Tc

Th,i − Tc,i
=

Tc,o − Tc,i

Th,i − Tc,i
�7�

he P effectiveness of Tables 4 and 5 is given in terms of NTU
nd the R parameter, defined as

R =
Cc

Ch
�8�

he following conclusions can be drawn from the effectiveness
ata of Tables 4 and 5:

Table 3 Comparison between simulation resu
from Eqs. „13… and „17…, respectively

Nr Geometry

4 G4,1
p

5 G5,1
p

6 G6,1
p

7 G7,1
p

8 G8,1
p 1.

9 G9,1
p 1.

10 G10,1
p 1.

20 G20,1
p 3.

50 G50,1
p 5.

100 G100,1
p 1.

4 G4,1
c

5 G5,1
c

6 G6,1
c

7 G7,1
c

8 G8,1
c

9 G9,1
c

10 G10,1
c

20 G20,1
c

50 G50,1
c

100 G100,1
c

• The effectiveness of parallel cross-flow and counter-cross-
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flow configurations tends to that of the pure parallel and
pure counterflow, respectively, as the number of tube passes
increases.

• It is interesting to note that the effectiveness varies differ-
ently with the number of tube passes in the parallel cross-
flows and counter-cross-flows. The effectiveness increases
with the number of tube passes in the counter-cross-flow
configuration with the limit value �rounded off to four deci-
mals� being attained at different number of passes depend-
ing on the values of R and NTU.

• For the parallel cross-flow arrangement, the effectiveness
alternates between larger and lower than the limit values
depending on the number of tube pass. It can be noted that
for an even number of passes, the effectiveness is higher
than the limit, whereas for an odd number the effectiveness
is lower. In any case, the difference from the limit effective-
ness diminishes with the number of tube passes.

4.2 Heat Exchanger of Complex Flow Configuration. The
proposed algorithm has been applied to the evaluation of the ther-
mal effectiveness of different cross-flow arrangements in the pre-
ceding sections. The obtained results have been scrutinized both
to check for their precision through comparisons to available the-
oretical relations and to raise trends associated to the relationship
of thermal effectiveness and the cross-flow configurations. A dif-
ferent heat exchanger with a complex flow arrangement will be
considered in the present section. A schematic representation of
this heat exchanger is shown in Fig. 4. The flow arrangement has
been suggested by Guo et al. �14� as being the one with the best
thermal effectiveness among three other configurations: the pure
cross-flow, the one-pass cross-flow with four tube rows, and the
two- pass counter-cross-flow, the last one corresponding to the
flow arrangement of Fig. 3�e�. The motivation to address this par-
ticular geometry is twofold: to raise effectiveness data for a com-
plex geometry not available in the literature by applying the pro-
posed algorithm and to discuss the results by Guo et al. �14� as
compared to those for the four-pass counter-cross-flow configura-
tion from the present investigation.

Curves, not available in the literature, of the thermal effective-

and pure parallel and counter flow solutions

Average relative error �%�
and maximum relative error �%�

Cmin=Cair Cmin=Ct

0.2,1.4 0.6,3.1
�10−2 ,0.34 0.2,1.2
�10−2 ,0.16 0.1,0.6
�10−2 ,0.12 0.06,0.3
10−2 ,9.2�10−2 0.04,0.2
10−2 ,7.4�10−2 0.03,0.1
10−3 ,5.9�10−2 0.02,0.08
10−3 ,1.5�10−2 0.003,0.01
10−4 ,2.4�10−3 0.0005,0.002
10−4 ,5.9�10−4 0.0001,0.0006

1.5,6.7 1.4,6.7
1.0,4.7 0.9,4.7
0.7,3.5 0.7,3.5
0.5,2.7 0.5,2.7
0.4,2.1 0.4,2.1
0.3,1.7 0.3,1.7
0.26,1.4 0.2,1.4

0.06,0.37 0.06,0.4
0.01,0.06 0.01,0.06

0.002,0.01 0.002,0.01
lts

7.4
3.8
2.8

9�

6�

2�

2�

1�

3�
ness for the configuration of Fig. 4 versus NTU for several values
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f C* are shown in Fig. 5. Results for limited ranges of C* and
TU are also presented in Table 6. Values of the thermal effec-

iveness are presented in this table for the configuration of Fig. 4
nd the four-pass counter-cross-flow configuration, Fig. 3�g�, not
onsidered by Guo et al. �14� in their analysis. Data for the pure
ounterflow arrangement have also been included in Table 6 for
omparison purposes. The table covers the following ranges of C*

nd NTU: 0.1�C*�1.0; and 2�NTU�12. A quick glance at
able 6 allows one to clearly devise some trends regarding differ-
nces between the considered flow configurations. The following
ist of conclusions can be drawn from these trends:

• Initially, it can be noted that the effectiveness of the four-
pass counter-cross-flow configuration, Fig. 3�g�, is higher
than that of Fig. 4 for certain ranges of C* and NTU.

• As expected, the thermal effectiveness increases with NTU
for both configurations. However, the effectiveness of the
Fig. 3�g� arrangement is higher for low NTU values, the
difference diminishing with NTU.

• The effectiveness of the Fig. 3�g� arrangement is higher over
the whole range of NTU for the C* values of 0.2 and 0.4.
However, for higher values of C* a crossover is noted at a
given NTU. The crossover NTU diminishes with C*.

• The thermal effectiveness of both configurations tend to that
of the pure counterflow configuration for lower values of C*

and high values of NTU, as should be expected. It is inter-
esting to note that the best performance of the Fig. 4 con-
figuration with respect to that of Fig. 3�g� occurs at high C*

Table 4 Thermal effectiveness P values for parallel cr
nine, and ten rows, with one tube each
and NTU values, for which the errors with respect to the

ournal of Heat Transfer
pure counterflow are higher �see shadow areas in Table 6�.
The more uniform temperature difference along the heat ex-
changer for this configuration at high values of C* and NTU,
as suggested by �14�, could explain the above trend.

• However, it must be stressed that the conclusions by Guo et
al. �14� with respect to the thermal performance of the Fig. 4
configuration are limited to the flow arrangements consid-
ered for comparison in their paper. These conclusions can-
not be generalized as the data of Table 6 clearly
demonstrate.

The results from Table 6 make clear that the choice of any flow
configuration should not be limited to the theoretical characteris-
tics of the heat exchanger. Parameters such as the allowed pres-
sure drop and heat transfer coefficients should also be considered
in design and rating of a heat exchanger along with manufacturing
and durability aspects �6�.

As a final remark, it must be emphasized that the results from
the proposed algorithm regarding the configuration of Fig. 4 are
complementary to the experimental ones by Guo et al. �14� by
extending the performance data to wider ranges of C* and NTU.
These results also demonstrate the extent to which the algorithm
of the present investigation can be applied.

5 Conclusions
The developed algorithm for the determination of the thermal

effectiveness of multipass parallel and counter-cross-flow configu-

-flow arrangement considering five, six, seven, eight,
oss
rations has been validated against available theoretical relations,

MARCH 2007, Vol. 129 / 287



w
t
t
v

F
e
s
r

2

ith accurate results. In addition, the algorithm has been applied
o different, complex cross-flow arrangements, providing new
hermal effectiveness data. The conclusions from the present in-
estigation could be summarized as follows:

1. The common practice of approximating the thermal effec-
tiveness of the parallel cross-flow and counter-cross-flow ar-
rangements for a large number of tube passes for the limit
configurations of pure parallel and pure counterflows might
lead to non-negligible errors. Care should be exercised in
applying this simplification.

2. The thermal effectiveness of the multipass cross-flow con-
figurations varies differently with the number of tube passes.
In the counter-cross-flow configuration, the effectiveness in-
creases tending to that of the limit configuration of pure
counterflow. The effectiveness alternates in the case of the
parallel cross-flow arrangement though tending progres-
sively to that of the pure parallel flow.

Table 5 Thermal effectiveness P values for counter-cr
nine, and ten rows, with one tube each

ig. 4 Schematic representation of the configuration studied
xperimentally in †14‡ and simulated in this paper „Ã and •
igns indicates that fluid flows into or out of the paper,

espectively…

88 / Vol. 129, MARCH 2007
3. The thermal effectiveness of the complex configuration pro-
posed by Guo et al. �14�, shown in Fig. 4, is higher than that
of the four pass counter-cross-flow one in the range of
higher values of C* and NTU, not being amenable to gener-
alizations to other conditions.

Nomenclature
A � exchanger outer total heat transfer area, m2

s-flow arrangement considering five, six, seven, eight,

Fig. 5 Effectiveness-NTU graphic for configuration shown in
os
Fig. 4 for Cmax mixed and Cmin unmixed

Transactions of the ASME



G

S

J

B � constant, Cc
e�e /Ch

e, dimensionless
C � heat capacity rate, W/K

C* � heat capacity rate ratio, Cmin/Cmax,
dimensionless

N � number of data points
Nc � number of tube fluid circuits
Ne � number of elements per tube
Nr � number of rows in the heat exchanger
Nt � number of tubes per row

NTU � number of transfer units, UA /Cmin,
dimensionless

P � temperature effectiveness, �Tc,o−Tc,i� / �Th,i
−Tc,i�, dimensionless

q � heat transfer rate, W
R � temperature ratio, �Th,i−Th,o� / �Tc,o−Tc,i�,

dimensionless
T � temperature, K
U � overall heat transfer coefficient, W/ �m2K�

reek Symbols
� � conventional heat exchanger effectiveness,

q /qmax, dimensionless
� � relative error
� � dimensionless parameter defined by Eq. �1�

ubscripts

Table 6 Heat exchanger effectiveness value
Fig. 3„g… configuration, and the pure counterfl
� � infinite

ournal of Heat Transfer
air � air side
avg � average

c � cold fluid side of heat exchanger or fluid
circuit

e � element
h � hot fluid side of heat exchanger
i � inlet conditions or number of tube fluid passes
j � number of rows per tube fluid passes

max � maximum value
min � minimum value
new � new value

o � outlet conditions
r � row
t � tube fluid side of heat exchanger

th � theoretical

Superscripts
c � overall counter cross-flow configuration
e � element
k � designates either c or p superscripts
p � overall parallel cross-flow configuration
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A New Approach to Numerical
Simulation of Small Sized Plate
Heat Exchangers With Chevron
Plates
A numerical and experimental study of heat transfer and fluid flow in a single pass
counter flow plate heat exchanger with chevron plates has been presented in this paper.
CFD analysis of small sized plate heat exchanger was carried out by taking the complete
geometry of the heat transfer surface and more realistic hydrodynamic and thermal
boundary conditions. A cold channel with two chevron plates and two halves of hot
channels on either side having flat periodic boundaries was selected as the computational
domain. The numerical model was validated with data from experiments and empirical
correlations from literature. Heat transfer and pressure drop data were obtained experi-
mentally with water as the working fluid, in the Reynolds number range 400–1300 and
the Prandtl number range 4.4–6.3. �DOI: 10.1115/1.2430722�

Keywords: plate heat exchanger, chevron plate, CFD, numerical study
Introduction

Plate heat exchangers �PHEs� are used in a variety of chemical,
rocess, and power industries over a broad range of temperatures
ue to their compactness, ease of maintenance, flexibility, and
avorable thermal-hydraulic characteristics. The chevron �or her-
ingbone� design is the most commonly used surface pattern in
HEs. Inclination angle, corrugation shape, amplitude and wave-

ength, plate thickness, etc. are important design parameters for
hese plates. The plates are closely packed at an angle to form
ross-corrugated passages that exhibit high heat transfer rates with
omparatively low pressure drops. This geometry is also used in
ther heat �and mass� exchangers such as rotary regenerators and
vaporative cooling pads. The cross corrugation assures channel
ap while improving the plate stiffness and allowing the fluids to
ow very close to each other. Each plate has four corner ports
ith flow distribution areas in addition to the main heat transfer

urface.
Numerical simulation of plate heat exchangers �PHEs� is an

mportant tool to better understand the fundamental mechanisms,
he flow patterns, swirl flows, and their effects on the heat transfer
nd pressure drop. It helps in faster development of new products
y simulating the effect of various design parameters. Some of the
revious numerical works on PHEs assumed the computational
omain either as a unit cell �1–4� or one complete channel �5–8�.
n the former approach, the plate is considered to be a repeating
nit cell with periodic boundary conditions �generally fully devel-
ped flow�. However, in the latter, a channel �either hot or cold�
ormed between two consecutive plates has been considered for
imulation. Further, few studies �5,6� have also assumed one plate
o be flat to keep the geometry simple. Uniform wall temperature
r uniform heat flux at the plate �in many cases both are not
onstant and also not known a priori� are the typical thermal
oundary conditions selected in almost all cases. None of these
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approaches actually correspond to what happens in a real plate
heat exchanger.

Fully developed flow approximations can be assumed to be
valid in the central region of a large PHE, away from the inlet.
However, in small PHEs, these assumptions may not be valid for
most of the region, because the flow is developing at the entry and
the central region of the plate, where the direction of flow
changes. Further, this developing region is not negligible in com-
parison to the fully developed region. The uniform wall
temperature/heat flux thermal boundary conditions adopted by re-
searchers are also not a true representation of the reality, where
the shape of the corrugation pattern creates a complex three-
dimensional flow field, causing the temperature and heat flux to
vary along the plate �7�. To overcome these drawbacks, the small-
est geometry that simulates the complete heat exchanger with ac-
tual temperature distribution and heat transfer coefficients needs
to be analyzed. Since the alternate plates are stacked at an angle
forming cross-corrugated passages, two plates with both the fluids
have to be included in the geometry.

The present work, therefore, considered a cold channel �with
two corrugated plates on either side� and two half hot channels on
either side as the computational domain. The virtual flat bound-
aries of the outer half hot channels were treated as periodic sur-
faces to represent the complete heat exchanger. In applying the
periodic boundary conditions the pack was assumed to contain
infinite plates �neglecting the end effects�, although the ends ef-
fects may be significant if the number of plates is less than 50 �9�.
For the selected geometry, three-dimensional, steady state numeri-
cal simulations were carried out using a finite volume based com-
mercial CFD package. GAMBIT was used as the preprocessor for
geometry creation and mesh generation, while FLUENT 5/6 was
used as the solver and postprocessor. The inputs to the simulation
included the inlet velocities and temperatures of hot and cold flu-
ids. The simulations predicted the heat transfer coefficient and
pressure drop along with the velocity, pressure, and temperature
distribution in the channels. The simulation results in terms of
Nusselt number and friction factor f were validated with empirical
correlations from the literature and data obtained from an experi-

mental test facility on a small sized PHE.
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Mathematical Model
For an incompressible and steady state flow through corrugated

hannels, the mass continuity, momentum �Navier-Stokes�, and
nergy equations �in conservation form and tensorial notation� can
espectively be written as:

�uj

�xj
= 0 �1�

�uiuj

�xj
= −
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�p

�xi
+
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�xj
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he transport equations for k and epsilon in the realizable k-�
odel are �10�,
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n these equations, Gk represents the generation of turbulence ki-
etic energy due to the mean velocity gradients, Gb is the genera-
ion of turbulence kinetic energy due to buoyancy, YM accounts
or the effect of compressibility on turbulence, which was ne-
lected in this study, �k and �� are the turbulent Prandtl numbers
or k and �, respectively, and Sk and S� are the user defined source
erms, which were not used in this study.

In the realizable k-� model, the k equation is the same as that in
he standard k-� and RNG k-� models with different constants.
owever, the � equation is quite different from the other models,
ainly due to the absence of the Gk term in the equation and the

bsence of singularity, even if k vanishes �10�. Both these features
re in contrast with the traditional k-� models. Turbulent �or eddy�
iscosity is defined as

�t = �C�

k2

�

here C� is a variable in the realizable k-� model. It is computed
n the numerical code itself as a function of mean strain and ro-
ation rates, the angular velocity of system rotation, and the tur-
ulence field �k and �� �10�. It recovers a standard value of 0.09
or an inertial sublayer in an equilibrium boundary layer. This is
Fig. 2 Corrugated plate geome
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another difference from the standard k-� and RNG k-� models,
where C� is taken as a constant.

3 Solution Methodology
The governing equations were solved using a commercial CFD

package �Fluent 5 /6� with the following simplifying assumptions:

1. Being a small PHE, there is no mal-distribution of flow and
the flow is equally divided into all the channels. �This as-
sumption was also confirmed experimentally by evaluating
the maldistribution factor as discussed in Sec. 5.�

2. Heat transfer surface was assumed to be free from fouling.
3. Periodicity exists in the direction perpendicular to channels,

implying an infinite pack. Although the actual pack may be
much smaller, this assumption is necessary to keep the com-
putational domain reasonable. Therefore, the computational
domain was reduced to two halves of hot water channel and
one cold-water channel.

The computational domain consisted of a cold channel formed by
two corrugated plates and two halves of hot channel on either
side, as shown in Figs. 1 and 2. The geometry consists of two
corrugated plates and two imaginary flat plain surfaces, on outer
sides of the corrugated plates. These virtual plain surfaces were
defined as periodic surfaces. Thus periodic boundary conditions
were applied to the hot water channel flow being split in the
center. Only the heat transfer area of the plates was considered
with the boundaries of the hot channels as flat periodic surfaces. A
generally used chevron angle of 60° with the flow direction was
assumed. Many earlier studies �e.g., �1,11�� have predicted the

Fig. 1 Schematic diagram—periodic boundary condition
try with periodic boundaries
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ffect of chevron angles. In this approach, for varying the chevron
ngle, the whole geometry has to be created again, so it was not
onsidered in this study.

The two corrugated plates were taken as double-sided walls or
oupled, as these plates had fluid zones on both sides. The solver
alculates the temperature of these walls from the temperature
istribution of neighboring fluid zones. The gaskets were assumed
o be adiabatic walls as there was no flow through it.

3.1 Boundary Conditions

3.1.1 Inlet Boundary Conditions. The velocity and tempera-
ure values were specified at the inlet of the channel. The direction
f the inlet velocity was normal to the surface. It was assumed
hat flow is uniformly distributed at the entry of the heat transfer
urface, after the distribution area �a reasonable assumption for
ell distributed flow�. The inlet velocity was calculated from

hannel mass flow rate and channel inlet cross-sectional area. Per-
entage turbulence intensity and hydraulic diameter were also
pecified while solving the turbulence equation. The value of the
ydraulic diameter was specified as twice the mean flow channel
ap. Turbulence intensity of 1% was generally considered to be
ow, while 10% was considered to be high. For internal flows, the
alues at the inlets depend totally on the upstream history of flow.
he values of turbulence intensity were estimated from an empiri-
al correlation provided in Fluent �10� for fully developed duct
ow, which were in the range 5% to 6%. These values were in
greement with the range specified by Fluent for complex flows.
urbulence kinetic energy and dissipation rates are then calculated
y the code based on turbulence intensity, hydraulic diameter, and
ean flow velocity.

3.1.2 Outlet Boundary Conditions. At the outlet, the pressure
oundary condition was specified as a constant value equal to zero
auge pressure. Backflow total temperature, percentage turbulence
ntensity, and hydraulic diameter were also specified. The average
f hot and cold fluid inlet temperatures was taken as backflow
otal temperature.

3.1.3 Periodic Boundary Conditions. The plain surfaces on
oth sides of the corrugated walls were grouped. A translational
eriodic boundary condition in the Z direction �normal to plane of
lates� with zero pressure gradient was applied to these groups.

3.2 Working Fluid Properties. Water was taken as the work-
ng fluid on both sides. Viscosity of water was taken as a second
rder polynomial function of the temperature. Other properties of
ater such as density and specific heat were assumed constant.

3.3 Geometry Creation and Meshing. The chevron plates
tacked together in a symmetric arrangement were assumed to
ear sine wave corrugations. The corrugation pitch, amplitude,
hevron angle, and number of repeat units specify the geometry of
orrugated plate. The chevron plate used for experimentation had
n amplitude, pitch, and chevron angle of 2.4 mm, 11.5 mm, and
0°, respectively. The corrugations were generated using a sinu-
oidal curve with the following equation:

y = 1.2 sin�2��x − 2.875�
11.5

� + 1.2 �6�

he sine curve was translated through distance equal to pitch in
he direction 60° to the X axis to form the top portion of unit cell.
hen, the curve was reflected by 180°, rotated by 60°, and trans-

ated by the distance equal to the pitch to form the lower portion
f the unit cell. The faces of the unit cell are formed from the
dges. Initially, the unit cell geometry was repeated to form the
orrugated plate. But, it resulted in multiple vertices, edges, and
aces. So, a bottom-up approach was used for geometry creation.
ertices of unit cell were translated and surfaces were created.
To obtain identical meshing on the periodic surfaces, a surface
as generated above each unit cell, making the total number of

ournal of Heat Transfer
surfaces to be 300 �a single flat surface resulted in large values of
skewness�. Each surface was selected one by one and a link was
formed between these surfaces during meshing. Three volumes
were formed for meshing, one for the central channel and the
other two for the outer two halves. For meshing, the two outer
control volumes were again divided into 25 control volumes with
a volume corresponding to each corrugation. The volumes formed
were meshed using Tet/Hybrid T-Grid scheme with around
450,000 tetrahedral cells in all for the central channel. For the
modeled periodic geometry the total number of cells was close to
880,000. By meshing the control volume with different interval
sizes of 0.75, 0.9, 1, and 1.1, the grid independency study was
performed. The variation in results was within 5% for pressure
drop and average Nusselt number, when an interval size of 0.75
was used instead of 1. Therefore, final simulations were per-
formed with an interval size of 1.

The nonequilibrium wall functions approach was used for near
wall treatment as it does not require very fine mesh near the wall
as in a near wall model, but provides reasonably good accuracy.
The wall function approach used bridges the viscosity-affected
region between the wall and the fully turbulent region. In most
high-Reynolds-number flows, the wall function approach substan-
tially saves computational resources. The wall functions approach
is economical, robust, reasonably accurate, and a practical option
for near wall treatments for industrial flow simulations. It takes
variation of turbulent kinetic energy in the near wall into account.
The nonequilibrium approach is recommended by Fluent �10� for
complex flows where mean flow and turbulence change rapidly
and depart from local equilibrium.

3.4 Turbulence Modeling. As no single turbulence model is
the best for all classes of problems, Fluent �10� provides choices
that include the standard, RNG �renormalization group�, and real-
izable k-� models, the standard and SST �Shear stress Transport�
k-� models, the Reynolds stress model �RSM�, and large eddy
simulation �LES� models. The choice of turbulence model de-
pends on the physics of flow, level of accuracy, established prac-
tice, available computational resources, etc. Different researchers
have reported the use of different turbulence models for studies on
plate heat exchangers, e.g., low Reynolds number and LES mod-
els �1�, k-� model �6,7�, standard k-� model �5�, RNG k-� model
�4,12�, etc. The realizable and RNG k-� models have shown sub-
stantial improvements over the standard k-� model where the flow
features include strong streamline curvature, vortices, and rota-
tion. The realizable model, although comparatively new, provides
the best performance of all the k-� model versions as recom-
mended by Fluent �10� for several validations of separated flows
and flows with complex secondary flow features.

In this study, initially, the results were obtained with first order
discretization scheme for momentum, turbulence, and energy
equation. The standard scheme was used for pressure discretiza-
tion. The RNG k-� model with standard wall functions for near
wall treatment was used in turbulence viscous model. The pres-
sure drop results were underpredicted by about 30% when com-
pared with an empirical pressure drop correlation. The results
were slightly improved �23% average underpredicted� when a sec-
ond order discretization scheme was used for momentum, turbu-
lence, and energy equation, and a PRESTO scheme was used for
pressure discretization. By further modifying the near wall treat-
ment to nonequilibrium wall functions, the pressure drop was un-
derpredicted by 15% �average�. Finally, the realizable k-� turbu-
lence model with nonequilibrium wall functions was used. The
pressure drop was underpredicted by 10% �average� as discussed
later in Sec. 7.

4 Experimentation
An experimental setup to study the heat transfer and pressure

drop effects in a plate heat exchanger was developed �13,14� in

the Refrigeration and Air-conditioning Laboratory, IIT Delhi �In-
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ia�. The experimental setup, as shown in Fig. 3, consisted of a
ommercial one-pass one-pass U-type counterflow plate heat ex-
hanger �PHE�. The PHE had 14 small size corrugated chevron
tainless steel plates �Lv=357 mm,Lw=100 mm� with a corruga-
ion angle of 60° with the vertical �flow direction�. Different di-

ensions of the corrugated plate were measured on a coordinate
easuring machine. Water was the working fluid on both the cold

nd hot sides. The hot water flowed through six channels in the
pward direction, while cold fluid flowed in the downward direc-
ion through seven channels. Water was heated in a tank with four
ontrolled heating elements of 1.5 kW each. The hot water and
old water were pumped respectively from the tank and the cool-
ng tower to the PHE. Experiments were conducted for various
eat loads, mass flow rates of water, and number of plates.

4.1 Instrumentation. Rotameters were used for the measure-
ent of volumetric flow rates of both the hot and cold fluids,
hile differential U-tube mercury manometers were used for the
easurement of overall pressure drop across the PHE on the cold

nd hot side �measurement uncertainty less than 130 Pa�. The
verall pressure drop includes the pressure drop in piping, ports,
nd channels. The inlet and outlet temperatures of the hot and cold
uids were measured using three-wire RTDs �measurement uncer-

ainty of 0.1°C�. Based on the resolution of the measuring instru-
ents, the root mean square �rms� uncertainty in Re, effective-

ess, and friction factor were estimated to be 8.3%, 3.8%, and
5.8%, respectively. �Details are given in Joshi �14�.� The average
ncertainity in Nusselt number, based on the experimental corre-
ation �Eq. �20� in Sec. 6.2� is 5.6%.

4.2 Data Analysis. The measured heat transfer and friction
actor data obtained at steady state conditions were reduced to
ondimensional form. The Reynolds number, Nusselt number, and
riction factor were calculated based on the equivalent diameter as
he characteristic length as follows:

Re =
Uc � de � �

�
�7�

Nu =
h � de

k
�8�

f =
	P � 2 � de � �

4 � G2 � Lv
�9�

Fig. 3 Schematic diagram of th
here de=2b is the equivalent diameter given by twice the chan-
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nel gap.
The heat lost by hot water and gained by cold water was cal-

culated from the mass capacities of the fluids and the temperature
difference between inlet and outlet.

Q = ṁ � Cp � 	T �10�
The actual data showed energy balance on the hot and cold fluid
sides to be within 7.5% for most of the readings. The difference
can be attributed to heat losses to the surroundings and the mea-
surement uncertainity. The overall heat transfer coefficient was
calculated from the usual counterflow log mean temperature dif-
ference �LMTD� equation.

UA =
Qc + Qh

2 � LMTD
�11�

A standard Nusselt number correlation for turbulent flow �15,16�
with two unknown coefficients was assumed, as given by:

Nu = C � Rea � Pr0.4 �12�
The heat transfer coefficient on the hot side was obtained from the
overall heat transfer coefficient by modified Wilson plot technique
�17�. Although all data were typically in the turbulent flow regime
�Re
400�, the data with constant cold fluid flow rate were used
for regression analysis.

1

UA
=

1

C1 � Rea � Pr0.4 � �Ak/de�
+ C2 �13�

The three unknowns in the equation �a, C1, and C2� were evalu-
ated following the nonlinear regression scheme suggested by
Khartabil and Christensen �18�. The iterations were carried out
numerically in EES Software �19�.

5 Flow Maldistribution
The flow of the working fluid in PHEs is generally assumed to

be uniformly distributed through each channel. But the farther
channels have less fluid going though them as compared to the
channels closer to the inlet port. Although according to Shah and
Focke �9�, this effect becomes significant for a large number of
plates �50 or more�, an experimental study was taken up to verify
its significance for this study. This significance was checked on
the basis of flow maldistribution parameter and theoretical nondi-
mensional pressure drop �20,21� �for U arrangement� as follows:

m2 = �n � Ac� �
1

�14�

xperimental test facility for PHE
Ap �c

Transactions of the ASME
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po − po
* = � m2

tanh2 m
�� Ap

n � Ac
�2

�
�c

2
�15�

nd the experimental nondimensional pressure drop is,

	p* =
P − P*

� � Wo
2 �16�

here channel friction coefficient, �c, is given by

�c =
2 � 	Pch

� � Uc
2 �17�

he effect of flow maldistribution was studied by varying the total
umber of plates with the same channel mass flow rate. This
eans if the total number of plates is reduced to one third, by

educing total mass flow rate to one third, the channel mass flow
ate can be kept constant. Various odd-even combinations of hot
nd cold fluid channels included 1-2, 3-4, 5-5, and 6-7, where the
ormer is the number of channels on the hot side and the latter the
umber on the cold side.

The variation of the flow maldistribution parameter with Rey-
olds number for different number of channels is shown in Fig. 4.
s the Reynolds number increases, the flow maldistribution pa-

ameter also increases. For the same Reynolds number, as the
umber of channels increases, the flow maldistribution increases,
s expected. But, it can be seen that the values are too small �less
han 0.01� to be of any significance for the PHE under consider-
tion, indicating good flow distribution. Thus the assumption of
o flow maldistribution in this case is justified.

Results and Discussion
Experiments were conducted with Reynolds number varying

etween 400 and 1300. The experiments with almost the same
hannel Reynolds number were repeated by varying the total
umber of channels. The total number of plates was varied from 4
o 14. Various odd-even combinations of hot and cold fluid chan-
els included 1-2, 3-4, 5-5, and 6-7, where the former is the num-
er of channels on the hot side and the latter the number on the
old side. The data were reduced to nondimensional numbers—
riction factor and Nusselt number.

6.1 Friction Factor. The comparison of experimental and nu-
erical friction factors for various channel Reynolds numbers is

hown in Fig. 5. Theoretical friction factors using Kumar’s em-
irical correlation �15� are also included in the figure.

f =
kp

Rem �18�

ig. 4 Variation of experimental flow maldistribution param-
ter with Reynolds number
here kp=2.99 and m=0.183 are constants for the range consid-

ournal of Heat Transfer
ered, and Re is based on hydraulic diameter.
The experimental friction factor values are on average 23%

higher than the theoretical friction factor with minimum disagree-
ment of 8% and maximum disagreement of 33%. The experimen-
tal friction factors are much higher as they also include the pres-
sure drops in the ports and the distribution area. The numerical
friction factor is underpredicted by 2.5–14.5% �10% average�
compared to the empirical correlation. This compares favorably
with the numerical results of Ciofalo et al. �2�, where the pressure
drop was underpredicted by 20%–25%, and Sunden and Piazza
�12�, who reported underpredictions between 17% and 40%.

6.2 Nusselt Number. The variation of Nusselt number with
Reynolds number is given in Fig. 6. The numerical simulation has
been compared with the experimental data and the Hewitt et al.
�16� correlation, which is based on data from Cooper and Usher
�22� for small sized chevron plates.

Nu = 0.4 � Re0.64 � Pr0.4 �19�
The trend-line for numerical results showed the Nusselt number
varying with 0.62 power of the Reynolds number, which is com-
parable with the theoretically predicted dependence of 0.64 power
of Reynolds number. The experimental data were reduced to get
the following Nusselt number correlation as per the procedure
outlined in Sec. 4.2.

Nu = 0.448 � Re0.626 � Pr0.4 �20�
The same has also been plotted in Fig. 6 along with the numerical
and the empirical correlation results. It is seen that the experimen-
tal results are almost overlapping the empirical correlation, but are
higher than the numerical values. Numerical simulations under-
predicted Nusselt number by 3% to 18% �13% average underpre-
diction� when compared with empirical correlation. The underpre-
dictions by CFD simulations have also been observed by others,

Fig. 5 Comparison of experimental, numerical, and theoretical
friction factors
Fig. 6 Variation of Nusselt number with Reynolds number

MARCH 2007, Vol. 129 / 295
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.g., up to 25% �1,4,12� and up to 60% �7�. In addition to the
election of appropriate turbulence model, other reasons for un-
erprediction could also be the exclusion of port and flow distri-
ution areas in numerical modeling, but it needs further investi-
ations.

6.3 Temperature and Velocity Distributions. The velocity
ectors at the mid-section of the hot channel are shown in Fig. 7.
he dark colored vectors are of negligible magnitude, represent-

ng the points of contact. Therefore, the dark color vectors are of
egligible magnitude, while lighter colored vectors predominantly
ecide the flow direction. From the figure, it is seen that the ve-
ocity vectors describe a zig-zag pattern and fluid flow is mainly
ligned along the main flow direction, as also observed by Ciofalo
t al. �1� for large included angles. Swirl flow patterns in cross
ections normal to furrows were also observed �23�.

The contours of static temperature at the mid-section in the cold
hannel are shown in Fig. 8. The entry of cold fluid was from the
op left corner and exit was from the bottom right corner whereas
ot fluid was entering from the bottom left corner and leaving
rom the top right. In any longitudinal plane below mid-plane, the
verage temperatures on the left are higher than on the right, and
bove the plane it is vice versa due to entry effects of the hot and

Fig. 7 Velocity vectors—at mid-section in hot channel
Fig. 8 Contours of static temperatur

96 / Vol. 129, MARCH 2007
cold fluids.
From Fig. 8, hot spots are also seen in the cold channels. It is

further discernible in Fig. 9 that the temperature contours are in a
plane across the cold channel �as shown in Fig. 8 by the arrow�.
At the point of contact, as the surface area is less, the temperatures
are higher as compared to central regions.

7 Conclusions
Numerical simulations of small sized plate heat exchangers us-

ing a new approach are reported in this paper. A realizable k-�
turbulence viscous model with nonequilibrium wall functions was
found to give the best results. These were compared with experi-
mentally obtained data and empirical correlations from the litera-
ture. It was found that the numerical friction factor was underpre-
dicted by 2.5% to 14.5% compared to Kumar’s correlation �15�,
while the experimental friction factor values are 8% to 33%
higher than the correlation. The Nusselt number was underpre-
dicted by 3% to 18% in comparison to the Hewitt et al. correlation
�16�. One of the reasons for underprediction could be the exclu-
sion of port and flow distribution areas in numerical modeling, but
this needs further investigation. These numerical predictions of

Fig. 9 Hot spots in cold channel
e—at mid-section in cold channel
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eat transfer and pressure drop with more realistic computational
omain and boundary conditions compare favorably well with
ther approaches used in the literature.

omenclature
a � constant, exponent
A � heat transfer area of the plate, m2

Ap � cross-sectional area of the port, m2

Ac � cross-sectional area of a channel, m2

b � mean flow channel gap, m
Bj � body force per unit mass, m/s2

C ,C1 ,C2 � constants
C1� ,C3� � constants in k-� Eq. �5�

de � equivalent diameter of flow passages, m
Dh � hydraulic diameter of flow passages, m

f � Fanning friction factor, dimensionless
Gb � generation of turbulence kinetic energy due to

buoyancy
Gk � generation of turbulence kinetic energy due to

mean velocity gradients
h � heat transfer coefficient, W/m2K
k � turbulence Energy, m2/s2 �Eqs. �4� and �5��
k � thermal conductivity, W/mK

Lw � plate width inside gaskets, m
Lv � vertical port distance, m

LMTD � log mean temperature difference, K
m2 � Flow maldistribution parameter

n � number of channels for one fluid
Np � number of flow passages in one pass on one

fluid side of PHE
NTU � number of heat transfer units on one side,

dimensionless
Nu � Nusselt number, dimensionless

p � pressure, Pa
	P � pressure drop in PHE, Pa

Q � heat transfer, W
Pr � Prandtl number, dimensionless
Re � Reynolds number, dimensionless

Sk ,S� � source terms in Eqs. �4� and �5�, respectively
T � temperature, °C, K

ui ,uj � velocity vectors, m/s
U � overall heat transfer coefficient, W/m2K

Uc � channel velocity, m/s
Wo � velocity at inlet port, m/s

xi ,xj � length vectors, m
YM � dilatation dissipation term

reek Symbols
� � fluid density, kg/m3

 � chevron angle, deg
� � dissipation, m2/s3 �Eqs. �4� and �5��
� � fluid dynamic viscosity, Pas
� � kinematic viscosity, m2/s

�k ,�� � turbulent Prandtl number for k and �, respec-
tively, dimensionless

�c � channel frictional coefficient, dimensionless

ubscripts
c � cold

ch � channel
h � hot
ournal of Heat Transfer
i � inlet
o � outlet
t � turbulent
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Thermal Conductivity of
Metal-Oxide Nanofluids: Particle
Size Dependence and Effect of
Laser Irradiation
The thermal conductivity of water- and ethylene glycol-based nanofluids containing alu-
mina, zinc-oxide, and titanium-dioxide nanoparticles is measured using the transient
hot-wire method. Measurements are performed by varying the particle size and volume
fraction, providing a set of consistent experimental data over a wide range of colloidal
conditions. Emphasis is placed on the effect of the suspended particle size on the effective
thermal conductivity. Also, the effect of laser-pulse irradiation, i.e., the particle size
change by laser ablation, is examined for ZnO nanofluids. The results show that the
thermal-conductivity enhancement ratio relative to the base fluid increases linearly with
decreasing the particle size but no existing empirical or theoretical correlation can ex-
plain the behavior. It is also demonstrated that high-power laser irradiation can lead to
substantial enhancement in the effective thermal conductivity although only a small frac-
tion of the particles are fragmented. �DOI: 10.1115/1.2427071�

Keywords: nanofluid, thermal conductivity, particle size, laser ablation
Introduction
It has long been recognized since Maxwell first suggested his
ixture theory �1� that suspending solid particles in liquids would

ubstantially increase the effective thermal conductivity. Numer-
us investigations have been carried out concerning development
f high thermal conductivity working fluids, as well as to under-
tand the physical mechanisms of enhanced heat transfer by solid
articles �2–11�. Particularly, recent advances in nanotechnology
hat enabled synthesis of nanoparticles in the size range under
00 nm accelerated the research on high-conductivity nanofluids.
ffective thermal conductivities of various nanofluids were mea-
ured, most often as a function of particle concentration �2–8�.
ome of the previous investigations reported considerably large
nhancement of the thermal conductivity by addition of a small
mount of solid suspensions. Lee et al. demonstrated that the ther-
al conductivity of metal oxide nanofluids is significantly higher

han that of the base fluids �3�. More strikingly, Choi et al. �4� and
astman et al. �5� reported anomalously increased thermal con-
uctivities of the nanofluids containing carbon nanotubes and cop-
er nanoparticles, respectively. However, those studies also indi-
ated that no conventional mixing model can successfully explain
he anomaly of the effective thermal conductivity. Furthermore,
nalysis of the measured thermal conductivity data reveals that the
onventional mixing models, such as the Hamilton–Crosser model
12�, have only a limited range of validity and fails to explain
everal important characteristics of the effective thermal conduc-
ivity. For example, the model does not consider the size of the
uspended particles while experimental results indicate that the
ffective thermal conductivity increases significantly as the size is
educed.

Recently, several novel models for the effective thermal con-
uctivity have been suggested. Theoretical models considering the
nterface effect were suggested to extend the Maxwell’s mixing
ule and the Hamilton–Crosser model �9,11�. Though the predic-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 10, 2005; final manuscript re-

eived May 25, 2006. Review conducted by Costas Grigoropoulos.
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tion of those newly proposed models shows relatively good agree-
ment with some of the measured data, they are not capable of
predicting the nonlinear behavior of the effective thermal conduc-
tivity. Jang and Choi later proposed a new model based on the
Brownian motion of the suspended particles �9� and demonstrate
that the model can predict the size and temperature dependence of
the effective thermal conductivity as well as the concentration
dependence, unlike the conventional models. The work by Jang
and Choi indeed provides good insights into the effective thermal
conductivity of liquids containing solid suspensions. However, it
is evident that additional studies should be performed to fully
understand the physics underlying the enhanced heat conduction
by nanoparticles. In particular, it should be pointed out that only a
limited number of experimental data were used to confirm the
model prediction of the size dependence of the nanofluid thermal
conductivity in Ref. �9�, as also noted by the authors. For instance,
only one or two data points were used to determine the empirical
proportionality parameter included in the model, which is obvi-
ously not enough to confirm the validity of the suggested model. It
is also noted that the measured thermal conductivity data by the
transient hot-wire technique, unlike the measurement of common
liquids, show relatively large scatterings for nanofluids. This en-
larged uncertainty is believed to be primarily due to the variation
of the sample preparation process, i.e., particle size dispersion,
stability, nonuniformity of the particle shape, etc., considering that
the measurement technique generally produces reliable data. Ac-
cordingly, the need for further investigation is even more critical
and one of the main objectives of the present work is to produce a
consistent set of experimental data for a relatively wide range
experimental parameters including the mean particle size. Lack of
reliable experimental data is certainly one of the main reasons no
universal theoretical or empirical model for the nanofluid thermal
conductivity is yet available.

Since the size of the suspended particles in a nanofluid critically
affects the effective thermal conductivity, particle fragmentation
processes that can reduce the particle size can be employed to
enhance the thermal conductivity of nanofluids. Among such pro-

cesses, the laser ablation-based processes offer efficient means to

007 by ASME Transactions of the ASME
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ecrease the particle size. It has been known that high-power laser
ulse irradiation onto liquid suspensions can result in substantial
ize reduction of the constituent nanoparticles �13–16�. According
o the previous studies, the laser ablation process is not only a
onvenient way of changing the particle size but also an effective
ay to modify the shape and size distribution. Therefore, the laser

ragmentation is expected to alter the thermal transport properties
f a nanofluid significantly. Consequently, this work analyzes, for
he first time to our knowledge, the behavior of thermal conduc-
ivity of nanofluids under UV pulsed laser irradiation.

In this work, the effective thermal conductivity of metal-oxide
anofluids is measured by the anodized transient hot-wire method.
ater and ethylene glycol �EG�-based nanofluids containing alu-
ina, zinc-oxide and titanium-dioxide particles are examined by

arying the concentration up to 3% by volume. Emphasis is espe-
ially placed on the size effect. It is evident that reduction of the
article size strongly affects the nanoscale heat transfer mecha-
isms as it changes the motion of nanoparticles and possibly the
tomic structures of the particle as well. The mean particle size is
aried from 10 to 70 nm for ZnO and TiO2 nanofluids. Since the
hermal conductivity of Al2O3 nanofluid is relatively well known
rom previous studies �3�, measurements are carried out for alu-
ina nanofluids to compare the results with those from previous

nvestigations. Finally, the effect of high-power laser treatment of
nO/water nanofluid samples on the thermal conductivity is in-
estigated. The results of the laser fragmentation process are ana-
yzed by transmission electron microscope �TEM� and UV-visible
bsorption spectrum analyses.

Experiment

2.1 Nanofluid Preparation. Commercially available alumina
Al2O3�, zinc-oxide �ZnO�, and titanium-dioxide �TiO2� nanopar-
icles were mixed with the base fluids �water and EG� to synthe-

Table 1 Nanoparticle samples

Al2O3 ZnO TiO2

Nominal mean
article diameter 38 nmb

10 nma 10 nma

30 nmd 34 nmb

60 nmb 70 nmc

ominal density 3.6 g/cm3 5.6 g/cm3 3.95–4.2 g/cm3

orphology Spherical Elongated Nearly spherical

Meliorum Technology.
Nanophase Technology Corporation.
TAL materials, Inc.
Advanced materials, Inc.
Fig. 1 Typical TEM ima

ournal of Heat Transfer
size nanofluids by the two-step method. The manufactures and the
specifications of the particles are listed in Table 1. Figure 1 dis-
plays the typical TEM images of the particles. As shown in Fig. 1,
the shape of the ZnO particles is not spherical and therefore the
mean diameter in Table 1 simply represents an effective value
provided by the manufacturer. In the synthesis of the nanofluids,
the suspension was sonicated in an ultrasonic bath for 1 h and
then agitated for 10 h by a magnetic stirrer to prevent particle
agglomeration and make the nanofluid homogeneous. Solium
dodecyl sulfate �SDS� of 0.05 M was added as a surfactant in all
cases. The surfactant concentration was chosen to be well above
the critical micelle concentration 0.01 M. Addition of the surfac-
tant obviously affect the thermal conductivity of the nanofluid and
thus introduces ambiguities in the analysis. Nevertheless, it was
unavoidable since the thermal conductivity decreased rapidly as
the particle sedimentation takes place without the surfactant. With
the surfactant, no change in the thermal conductivity was detected
at least for the initial 5 h after synthesis of the nanofluid. The only
exception is the 10 nm ZnO/EG nanofluid. In this case, no trial to
stabilize the fluid was successful, including addition of different
surfactants �sodium dodecyl sulfate, cetyltrim ethylammonium,
octylphenoxy polyethoxy ethanol bromide� and variation of the
pH level. Since 30 and 60 nm ZnO/EG nanofluids are stable, the
instability of the 10 nm nanofluid must be related with increased
surface area of the ZnO particles. Even for the stable nanofluids,
there is a possibility that agglomeration and sedimentation of the
particles decrease the thermal property over a long period of time.
However, because the effect of this long-term stability is another
issue of extensive investigation, it has not been analyzed in the
present work. The thermal conductivity was always measured
within several minutes after the end of the sample preparation
process to ensure consistency of the measurement.

2.2 Thermal-Conductivity Measurement. The transient hot-
wire method with an anodized tantalum wire has been employed
to measure the thermal conductivity. Principles and details of the
measurement technique can be found elsewhere �17–19�. In the
present study, a tantalum wire of 25 �m in diameter and 54.0 mm
in length was anodized for electrical insulation. A bare tantalum
wire was electrically heated at an electrical potential of 50 V in a
0.01 wt% citric-acid solution to form an oxide layer on the sur-
face �20�. Figure 2 shows the experimental setup for the measure-
ment, where R1 and R2 represent 568.1 and 10 � standard resis-
tors, respectively. The symbols Rp and Rv denote the hot wire and
a variable resistor to balance the Wheatstone bridge circuit, re-
spectively. The hot wire has been calibrated in a constant tempera-
ture bath and the measured resistance R can be expressed as a
function of temperature T �in K� by
ges of nanoparticles
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R = R0�1 + �1�T − 273.15� + �2�T − 273.15�2� �1�

here R0 represents the resistance at 0°C. The measured tempera-
ure coefficients of resistance �1 and �2 are 3.9092�10−3 and
5.917�10−7 K−1, respectively. The electrical current was ad-

usted to cause about 2 K temperature rise for 1 s. The voltage
ignal from the Wheatstone bridge circuit is amplified by approxi-
ately 1000 times and a digital oscilloscope reads the signal at a

ate of 2.5 kHz.
To confirm the experimental setup, the thermal conductivities of

oluene, water, and ethylene glycol were measured as standard
iquids. The results show that the measured thermal conductivities

ig. 2 Schematic diagram of the experimental setup for ther-
al conductivity measurement

ig. 3 Schematic diagram of the laser fragmentation process
or nanofluid size reduction
Fig. 4 TEM images of ZnO/water nanofluids for aver

00 / Vol. 129, MARCH 2007
are 0.131, 0.607, and 0.252 W/m K at 20°C for toluene, de-
ionized water, and ethylene glycol, respectively, exhibiting devia-
tions from the literature values by 0.3%, 0.8%, and 0.1% �21�.
Measurements were repeated ten times for a sample and the re-
sults were averaged to eliminate the electrical noise. Error analy-
sis indicates that the standard deviation of the measurement is
0.3% based on total 30 measurements for the three standard liq-
uids, with a maximum peak-to-peak fluctuation of 1.0%. These
results demonstrate that the experimental setup used in the present
study can produce a reliable thermal-conductivity data.

2.3 Laser Fragmentation Process. The laser fragmentation
process is depicted in Fig. 3. A Q-switched
Nd:yttrium-aluminum-garnet laser ��=355 nm, full width at half
maximum 6 ns� was employed to ablate the particles suspended in
the nanofluid. The quartz cuvette in Fig. 3 initially contains 60 nm
ZnO particles at a volume concentration of 1%. Zinc oxide has
been selected to analyze the effect of laser irradiation as it has a
strong absorption peak in the UV spectral regime. The laser pulses
having a fit-to-Gaussian spatial distribution of intensity and a spot
size of 5 mm were incident on the liquid at a frequency of 10 Hz.
The nanofluid was irradiated for 1 h, i.e., 36,000 pulses, at three
different laser fluences 310, 460, and 610 mJ/cm2. Though the
degree of fragmentation is affected by the pulse number, the effect
has been systematically analyzed in this work. To monitor the
variation of the particle size in the nanofluid solution, the TEM
images and the absorption spectrum were analyzed before and
after the fragmentation process. The absorbance spectrum was
measured by a UV-visible spectrometer �wavelength �

=250–800 nm�. Absorption spectrum generated by a colloidal so-
lution is a complicated function which depends on various param-
eters including the wavelength, the relative index of refraction,
and the size and shape of the particles. However, the average size
of the particle can be correlated with the peak wavelength in the
absorption spectrum. In general, the peak wavelength increases in
proportion to the mean diameter of the suspended particles. Ac-
cordingly, to calibrate the absorbance data as a function of the
mean diameter, the absorbance spectrum of the untreated ZnO
nanofluids was measured for three different mean diameters 10,
30, and 60 nm. The typical TEM images of the ZnO nanoparticles
and the results of the corresponding absorption spectrum measure-
ments are displayed in Figs. 4 and 5. Figures 4 and 5 confirm that
the absorption spectrum can certainly be used to monitor any “sig-
nificant” variations in the mean particle size although it is not
sensitive enough to elucidate the details of the size distribution.
age particle sizes of „a… 60, „b… 30, and „c… 10 nm

Transactions of the ASME
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3 Results and Discussion

3.1 Thermal Conductivity of Nanofluids and Particle Size
Dependence. The results of thermal-conductivity measurement
for 38 nm-sized alumina nanofluids are summarized in Table 2
and Fig. 6. The lines in Fig. 6 are the results of linear curve fitting.
These results show that the thermal conductivity of the nanofluids
is linearly proportional to the particle concentration in the range of
the measurement. Comparison of the measured data with those by
Lee et al. �3� indicates that the two independently measured re-
sults are in good agreement. It is evident that this good agreement
is owing to the fact that the nanoparticles used in both studies are
from the same type of manufacturing process.

Tables 3 and 4 summarize the effective thermal conductivity of
zinc-oxide and titanium-dioxide nanofluids, respectively. The ther-
mal conductivity of the 10 nm ZnO/EG nanofluid was not mea-
sured as the colloidal stability was not good enough to quantify
the property of the nanofluid, regardless of the surfactant addition
and pH-level variation. The reason for this instability is unclear at
this moment and requires further investigations. However, since

nd Al2O3/EG nanofluids compared with the

Thermal conductivity �W/m K�

ater Ethylene glycol

Lee et al.a
Present

experiment Lee et al.a

- - -
- - -
- - -
0.622 0.259 0.260
- - -
0.637 0.270 0.267
0.653 0.279 0.277

l2O3/water and by Al2O3/EG nanofluids as a
ig. 5 Absorbance peak as a function of particle mean
iameter
Table 2 Thermal conductivity of Al2O3/water a
previous research

Distilled w

Volume
fraction

�%�
Present

experiment

Al2O3
Nanofluids

�38 nm�

0.3 0.613
0.5 0.615
0.8 0.618
1 -
1.5 0.630
2 0.639
3 0.656

aSee Ref. �3�.
Fig. 6 Thermal-conductivity enhancement by A
MARCH 2007, Vol. 129 / 301
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nalysis of the colloidal stability is beyond the scope of the
resent work, no attempt has been made to reveal the underlying
hysics. Tables 3 and 4 show that thermal-conductivity enhance-
ent of approximately 20% and 15% relative to the base fluid is

btained at a volume concentration of 3% by ZnO and TiO2 nano-
articles, respectively. The thermal-conductivity ratio, i.e., the
hermal conductivity normalized by that of the base fluid, is dis-
layed in Figs. 7 and 8. In the figures, the thermal conductivity is
inearly proportional to the volume fraction. In both cases of ZnO
nd TiO2 nanofluids, the maximum enhancement is observed
hen the smallest �10 nm-sized� particles are suspended in EG.
he observation that EG gives larger enhancement than water as a
ase fluid is also found in Al2O3 nanofluids. Examination of
ables 3 and 4 and Figs. 7 and 8 discloses that the thermal con-
uctivity of ZnO nanofluids is generally greater than that of TiO2
anofluids. Notable is that this particle dependence cannot be ex-
lained by the high thermal conductivity of ZnO �29 W/m K at
19.2 K �22�� relative to that of TiO2 �8.37 W/m K at 298.2 K
22��. Comparison of the thermal conductivity of Al2O3 nano-
uids with that of TiO2 nanofluids gives an opposite trend.
hough the thermal conductivity of Al2O3 �25.1 W/m K at
99.2 K �22�� is higher than that of TiO2, the alumina nanofluid
as a lower effective thermal conductivity. For example, accord-
ng to Tables 2 and 4, the thermal conductivity of alumina/EG
38 nm� is 0.259 W/m K at 1% volume fraction while that of
iO2/EG nanofluid is 0.259–0.262 for 34–70 nm in the mean
iameter at the same concentration. These observations clearly
ndicate that the heat transfer enhancement by nanofluid cannot be
xplained by increased heat conduction inside the solid particles

Table 3 Thermal conductivity and thermal
nanofluids

Di

Average
particle

size
�nm�

Volume
fraction

�%�

Thermal
conductiv

�W/m K

ZnO
nanofluids

10 1 0.637
2 0.665
3 0.693

30 1 0.627
2 0.650
3 0.677

60 1 0.618
2 0.637
3 0.651

Table 4 Thermal conductivity and thermal-
nanofluids

Di

Average
particle

size
�nm�

Volume
fraction

�%�

Thermal
conductiv

�W/m K

TiO2
nanofluids

10 1 0.627
2 0.654
3 0.676

34 1 0.624
2 0.645
3 0.660

70 1 0.619
2 0.633
3 0.646
02 / Vol. 129, MARCH 2007
only. The lines in Figs. 7 and 8 are the theoretical predictions by
the Hamilton–Crosser model �12�

keff

kBF
=

� + �n − 1� − �n − 1��1 − ���
� + �n − 1� + �1 − ���

�2�

where the empirical shape factor n is 3 and 6 for cylinder and
sphere, respectively. It is apparent that the model is intrinsically
incapable of representing the particle size dependence of the
nanofluid. Considering that the TiO2 particles are spherical as dis-
played in Fig. 1�c�, Fig. 8 reveals that the Hamilton–Crosser
model underestimates the thermal conductivity of TiO2 nano-
fluids, particularly for those containing small-sized particles.
Since the shape of the ZnO nanoparticle is irregular as depicted in
Fig. 1�b�, the prediction by the Hamilton–Crosser model cannot
be directly compared with the experimental results. However, Fig.
7 indicates that the measured thermal conductivity is not remark-
ably different from the predictions of the conventional mixing
rule.

The results of thermal-conductivity measurement exhibit that
the thermal conductivity of a nanofluid is strongly dependent on
the size of the suspended particles and justifies the need for more
advanced models for nanofluid thermal conductivity. Figures 9
and 10 depict the size dependence. In Figs. 9 and 10, solid lines
are the results of linear curve fitting while the dashed lines are the
predictions of a recently suggested theoretical model �9�. The the-
oretical model is based on the assumption that heat transfer en-
hancement by a nanofluid can be attributed to the Brownian mo-
tion of the particles

nductivity ratio of ZnO/water and ZnO/EG

ed water Ethylene glycol

Thermal
conductivity

ratio

Thermal
conductivity

�W/m K�

Thermal
conductivity

ratio

1.049 - -
1.096 - -
1.142 - -
1.033 0.267 1.060
1.071 0.284 1.127
1.115 0.305 1.210
1.018 0.260 1.032
1.049 0.270 1.071
1.073 0.279 1.107

ductivity ratio of TiO2/water and TiO2/EG

ed water Ethylene glycol

Thermal
conductivity

ratio

Thermal
conductivity

�W/m K�

Thermal
conductivity

ratio

1.033 0.266 1.051
1.077 0.278 1.099
1.114 0.292 1.154
1.028 0.262 1.036
1.063 0.273 1.079
1.087 0.284 1.123
1.020 0.259 1.024
1.043 0.266 1.051
1.064 0.272 1.075
-co

still

ity
�

con

still

ity
�
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keff = kBF�1 − �� + kparticle� + 3C1
dBF

dparticle
kBFRedparticle

2 Pr � �3�

here Redparticle
and Pr are the Reynolds number characterizing the

ow around the particle and the Prandtl number of the base fluid.
n Eq. �3�, C1 is an empirical parameter determined by fitting the
quation to the experimental data. Figures 9 and 10 evince that the
easured size dependence is close to a linear relation while the
odel suggests relatively strong size dependence at small diam-

ters. In Fig. 9�b�, Eq. �3� appears well correlated with the experi-

Fig. 7 Thermal-conductivity ratio: „a
ental results, which is, however, because the correlation is fitted

ournal of Heat Transfer
to only two data points. Several factors, such as the irregularity of
the particle shape/diameter and the instability of the nanofluid
�role of the surfactant�, might contribute to this discrepancy. It is
noted again that no thermal conductivity degradation has been
observed for the initial 5 h with addition of SDS but no long-term
stability analysis has been executed in the present work. Also,
other physical mechanisms might have induced the difference be-
tween measured and predicted thermal conductivities. However,
the measured size dependence suggests an approximately linear
correlation for “practically available” nanofluids, showing signifi-

O/water and „b… ZnO/EG nanofluids
… Zn
cant deviation from the prediction by Eq. �3�. No existing corre-
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ation can explain this linear size dependence of the thermal con-
uctivity.

3.2 Effect of Laser Irradiation on Nanofluid Thermal
onductivity. The apparent ablation threshold for ZnO particles

n water was measured by monitoring the absorption spectrum and
xtinction coefficient change after approximately 1000 pulses. If
he laser fluence incident on the glass cuvette is less than
00±30 mJ/cm2 �58 mJ/pulse�, no significant change was ob-
erved in the absorbance spectrum and the extinction coefficient.

Fig. 8 Thermal-conductivity ratio: „a
orrespondingly, the nanofluid composed of 60 nm sized particles

04 / Vol. 129, MARCH 2007
was tested by the UV laser pulses at three different pulse energies
60, 90, and 120 mJ/pulse. The thermal conductivity of the laser-
treated nanofluids was measured after 36,000 pulses, resulting in
the measured values of 0.618, 0.624, and 0.626 W/m K at laser
fluences 310, 460, and 610 mJ/cm2, respectively. Compared to
the thermal conductivity of the untreated 60 nm ZnO nanofluid
0.618 W/m K, it is clear that laser irradiation at a fluence above
the ablation threshold increases the thermal conductivity by
changing the size of the suspended particles. The thermal conduc-

2

O2/water and „b… TiO2/EG nanofluids
… Ti
tivity of the 60 nm-sized nanofluid processed at 610 mJ/cm is
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lose to that of the 30 nm-sized unprocessed nanofluid as depicted
n Fig. 11. Notable is that the incident laser fluence is above the
blation threshold but not high enough to cause complete frag-
entation of the suspended particles. At the tested laser fluence

evel, most of the particles are only partially ablated with a rela-
ively low fragmentation efficiency. Our previous investigation on
aser fragmentation of small particles indicated that the ablation
hreshold is substantially lower than that required for the same

Fig. 9 Variation of thermal-conductivity ratio
ZnO/EG nanofluids „comparison with a theore
aterial in the bulk form but the particles are only partially frag-

ournal of Heat Transfer
mented unless the laser fluence is substantially higher than the
threshold value �23�. The TEM analysis confirms this claim as
well, clearly showing that the changes in the nanoparticles by
laser irradiation are only partial. Figure 12 exhibits typical TEM
images of the ZnO particles after the laser fragmentation process.
Compared to the image in Fig. 4�a�, Fig. 12�a� shows no signifi-
cant change in the particle shape and size. On the other hand, Fig.
12�b� displays several small particles generated by the fragmenta-

ith particle diameter: „a… ZnO/water and „b…
al model „see Ref. †9‡…
w

tion process. If the majority of the particles went through the
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ragmentation process, there would be a frequency shift in the
bsorbance peak as indicated in Fig. 5. However, the absorption
pectrum analysis presents no change in the absorbance peak at all
aser fluences, with the peak being always around 375±1 nm.
onsequently, the enhancement of thermal transport is believed to
e due to partial fragmentation of the particles. It is thus certain
hat size reduction, even though partial, can considerably increase
he nanoscale mixing effects, leading to significant enhancement

Fig. 10 Variation of thermal-conductivity rati
TiO2/EG nanofluids „comparison with a theor
f the nanofluid thermal conductivity.

06 / Vol. 129, MARCH 2007
4 Conclusion

In this work, the thermal conductivity of several oxide nano-
fluids were experimentally analyzed over a wide range of experi-
mental conditions and the results can be summarized as follows.

�1� The thermal conductivities of various water- and EG-based
nanofluids containing ZnO, and TiO2 nanofluids were measured,
for the first time for some combinations, by varying the volume

ith particle diameter: „a… TiO2/water and „b…
al model „see Ref. †9‡…
o w
etic
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raction and the particle size, producing consistent experimental
ata to reveal the size dependence of the thermal conductivity of
anofluids.

�2� The measured thermal conductivity is inversely proportional
o the mean diameter of the suspended particles and the depen-
ence appears to be linear. This dependence cannot be explained
y an existing theoretical correlation.

�3� The effect of high-power laser irradiation �O�108 W/cm2�
n the effective thermal conductivity of a nanofluid has been ana-
yzed. The results demonstrate that high-power laser irradiation
an result in significant increase in the effective thermal conduc-
ivity even though only a small fraction of the particles are frag-

ented.

cknowledgment
This work was supported by the Micro Thermal System ERC

nd the KOSEF Basic Research Program.

omenclature
C1 � proportionality coefficient

d � diameter �m�
k � thermal conductivity �W/m K�
n � empirical shape factor of particles

Pr � Prantdl number
R ,R0 � resistance of the hot wire ���

R1 ,R2 � resistance of the standard resistor ���
R3 � equivalent resistance of the stabilizer circuit

���
Rp � resistance of the hot wire ���
Rv � resistance of a variable resistor ���

Redparticle � Reynolds number based on the nanoparticle
T � temperature �K�

reek Symbols
�1 ,�2 � temperature coefficient of resistance �K−1�

� � volume fraction
� � wavelength �m�
� � thermal conductivity ratio�kparticle /kBF

ubscripts
BF � base fluid
eff � effective

ig. 11 Normalized thermal conductivity of 60 nm ZnO/water
anofluids after laser irradiation at different laser fluences
36,000 pulses… and two concentrations. The thermal conduc-
ivity has been normalized by the value before laser irradiation.
particle � nanoparticle
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The Role of the Viscous
Dissipation in Heated
Microchannels
Many experimental works appeared in the last decade in the open literature dealing with
forced convection through microchannels. The earliest experimental results on single-
phase flows in microchannels evidenced that for channels having a hydraulic diameter
less than 1 mm the conventional continuum models can no longer be considered as able
to accurately predict pressure drop and convective heat transfer coefficients. This con-
clusion seemed to be valid for both gas and liquid flows. Sometimes the authors justified
this conclusion by invoking new micro-effects, e.g., electrostatic interaction between the
fluid and the walls or scaling effects (axial heat conduction, viscous forces, conjugate
heat transfer, wall roughness, and so on). In this paper the role of the viscous dissipation
in liquids flowing through heated microchannels will be analyzed by using the conven-
tional theory. We will present a correlation between the Brinkman number and the Nus-
selt number for silicon �100� and �110� microchannels. It will be demonstrated that the
fluid is of importance in establishing the exact limit of significance of the viscous dissi-
pation in microchannels; a criterion to analyze the significance of the viscous effects will
be presented. The role of the cross-section aspect ratio on the viscous dissipation will be
highlighted. The main goal of this work is to demonstrate that the problem of heat
transfer enhancement in microdevices cannot be solved by indefinitely reducing the mi-
crochannel dimensions because the viscous dissipation effects shall offset the gains of
high heat transfer coefficients associated with a reduction in the channel size.
�DOI: 10.1115/1.2430725�

Keywords: viscous dissipation, Brinkman number, microchannels, convective heat
transfer, Nusselt number
ntroduction
Micro-flow devices �MFDs� are downscaled devices like chan-

els, nozzles, diffusers, pumps, mixers, heat pipes, sensors, trans-
ucers, and actuators, incorporated in complex systems for medi-
al diagnosis and surgery, chemical analysis, biotechnology, and
otor management. The development of micro-fluidic devices

uring the past 10 years has been particularly striking. Today, the
esearch on MEMS �micro-electro-mechanical systems� is explor-
ng different applications that involve the dynamics of fluids and
he single- and two-phase forced convective heat transfer in mi-
rochannels. Recent advances in micro-fabrication techniques
ake it possible to build microchannels with very small hydraulic

iameters �100–0.1 �m� in different ways. For example, the
hemical etching is used to build microchannels on silicon wafers;
n this case, the shape of the channels depends on a variety of
actors such as the crystallographic nature of the silicon used.

hen a KOH-anisotropic etching technique is employed, the mi-
rochannels have a fixed cross-section that depends on the orien-
ation of the silicon crystal planes; for instance, the microchannels
tched in �100� or in �110� silicon shall have a trapezoidal cross-
ection �with an apex angle of 54.74 deg imposed by the crystal-
ographic morphology of the silicon� or a rectangular cross-
ection, respectively �see Fig. 1�. Many experimental and
umerical studies on the pressure drop and the convective heat
ransfer in this kind of microchannel have appeared in the open
iterature and a complete review of these works is due to Morini
1�. The first work aimed at analyzing the convective heat transfer
hrough trapezoidal and rectangular silicon heated microchannels
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was made by Wu and Little �2�. They measured average Nusselt
numbers higher than those predicted by the conventional correla-
tions for fully developed laminar flows and for fully developed
turbulent flows. In addition, in the fully developed laminar regime
the Nusselt numbers seemed to depend on the Reynolds number.
The authors evidenced that the very large relative roughness of the
microchannels could improve heat transfer coefficients and pro-
posed a correlation in order to predict the average Nusselt num-
bers in the turbulent regime. Choi et al. �3� confirmed that the
Nusselt number depends on the Reynolds number and on the
Prandtl number even in the laminar regime. The authors proposed
two new correlations to predict the average Nusselt number both
in laminar and turbulent regime. As highlighted in �1�, the corre-
lation proposed by Choi et al. �3� for microtubes is not in agree-
ment with the one proposed by Wu and Little �2�. Yu et al. �4�
investigated in particular the heat transfer in microtubes in the
turbulent regime �6000�Re�20,000�; they proposed a correla-
tion for the average Nusselt number. Also in this case, the Nusselt
numbers in the turbulent regime are larger than those predicted by
means of the conventional theory but even the Yu’s correlation
seems to be in disagreement with those of Choi et al. and of Wu
and Little. Wang and Peng �5� and Peng and Peterson �6� deter-
mined experimentally the average convective heat transfer coeffi-
cient through metallic microchannels. The variation of the Nusselt
number with the Reynold number exhibited an unusual behavior:
the Nusselt number evidenced a decrease with increasing the Rey-
nolds number in the laminar regime. They compared their experi-
mental data with the Sieder-Tate correlation and with the correla-
tion for microchannels proposed by Wu and Little for the laminar
regime; it was found that, for low values of the Reynolds number,
the experimental data disagreed with the correlations used. Wang
and Peng �5� proposed a correlation for the determination of the

average Nusselt number through rectangular microchannels as a

007 by ASME Transactions of the ASME
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unction of Reynolds and Prandtl numbers for turbulent flows.
his correlation proposes a modification of the Dittus-Boelter
quation where the empirical coefficient 0.023 is replaced with
.008 05; that means that in microchannels the experimental Nus-
elt numbers were lower than the predictions of the conventional
heory for the same value of the Reynolds and Prandtl number.
guyen et al. �7� proposed a correlation in order to predict the
usselt number for water flow through trapezoidal microchannels

n the laminar and in the turbulent regime; they correlated the
usselt number to the Reynolds number. The experimental Nus-

elt numbers were larger than the predictions of the Dittus-Boelter
orrelation in the turbulent regime. Adams et al. �8� tested Gnie-
inski’s correlation for the prediction of the Nusselt number in the
urbulent regime for capillary tubes having a hydraulic diameter
etween 0.76 and 1.08 mm �3200�Re�23,000� to complement
he data provided by Yu et al. �4�. The experimental Nusselt num-
ers were usually higher than those predicted by Gnielinski’s cor-
elation. These results suggested a modification of Gnielinski’s
orrelation, which has been corrected by means of a factor F
epending on the Reynolds number and on the hydraulic diameter
f the capillary tube. Wu and Cheng �9� investigated experimen-
ally 13 different trapezoidal silicon microchannels
25.9–291 �m�. They found that the laminar Nusselt number and
pparent friction constant increase with the increase of surface
oughness and surface hydrophilic property. The Nusselt number
ncreases almost linearly with the Reynolds number at low Rey-
olds numbers �Re�100�. Li et al. �10� investigated numerically
silicon micro heat sink with a geometry identical to that em-

loyed in the experimental work of Kawano et al. �11� and in the
umerical investigations of Qu and Mudawar �12� and Fedorov
nd Viskanta �13�. The microchannels were rectangular with a
ydraulic diameter of 87 �m and heated from below �90 W/cm2�.
hey proposed a correlation in order to calculate the mean Nusselt
umber as a function of the Reynolds and Prandtl numbers. Qu
nd Mudawar �12� investigated the heat transfer characteristics of
he micro heat sink of Kawano et al. �11�. The three-dimensional
onjugate heat transfer problem was solved numerically. The as-
umptions of constant solid and fluid properties, excluding water
iscosity, were considered in the numerical model. Qu et al. �14�
nvestigated the heat transfer characteristics of water flowing
hrough trapezoidal silicon microchannels with a hydraulic diam-
ter ranging from 62 to 169 �m. The experimental results were
ompared with the numerical predictions by considering the con-
ugate heat transfer between the solid and the fluid region. The
ssumptions of constant thermophysical properties and fully de-
eloped flow were used in the numerical analysis. They found that
he measured Nusselt numbers were lower than the predicted nu-

erical values. They concluded that the lower Nusselt numbers
an be due to the effect of surface roughness of the microchannel
alls also in the laminar regime; this conclusion contradicts com-
on sense as other authors pointed out. Gao et al. �15� measured

he axial distribution of the local Nusselt number inside rectangu-
ar microchannels with a fixed width of 25 mm and a height rang-
ng from 1 to 0.1 mm. It was observed that, for microchannels
aving a height larger than 0.4 mm, the measured average Nusselt
umber agreed with the conventional correlations in the laminar

ig. 1 Typical microchannel cross-sections obtained by
hemical etching on Š100‹ and Š110‹ silicon wafers
egime. For microchannels less than 0.4 mm in height a signifi-

ournal of Heat Transfer
cant decrease in the Nusselt number was observed. On the con-
trary, the friction factor for any microchannel agreed with the
conventional theory. The authors remarked that this is in contra-
diction with the Reynolds analogy, which at least predicts varia-
tions of the friction factor and of the Nusselt number in the same
direction.

Lee et al. �16� conducted an experimental investigation in order
to explore the validity of classical correlations for predicting the
thermal behavior in single-phase flows through rectangular micro-
channels with a hydraulic diameter ranging between 318 and
903 �m. The authors concluded that the conventional theory can
be employed in predicting heat transfer behavior, but the mis-
match in the boundary and inlet conditions between the micro-
channel experiments and the conventional correlations sometimes
precluded their use for predictions.

Grohmann �17� investigated experimentally the convective heat
transfer for argon flowing in microtubes of 250 and 500 �m di-
ameter. An enhancement of heat transfer has been evidenced with
respect to the conventional predictions; the author explained the
increase of the convective heat transfer coefficients with the in-
creased influence of roughness in microtubes. A new correlation
has been proposed in order to predict the Nusselt number in the
laminar and turbulent regimes. In general, it is possible to observe
that the new correlations proposed to predict the Nusselt number
in microchannels disagree one with another and any correlation
disagrees with the conventional prediction. In order to explain this
behavior many researchers underlined that the Navier-Stokes
equations are no longer adequate to study the flows through mi-
crochannels because the characteristic lengths of MFDs are some-
times of the same order of magnitude as the mean free path of the
molecules of the flowing fluid: this occurs especially for gas
flows. On the contrary, for liquids with a distance between the
molecules much smaller than that for gases the continuum ap-
proach and the Navier-Stokes equations hold even in microchan-
nels.

Herwig and Hausner �18� observed that in order to study the
forced convection of liquids in the laminar regime a common
theoretical basis for macro- and micro-flows can be used; never-
theless, certain effects can be of different importance for micro-
systems if compared with macro-systems. Herwig and Hausner
�18� called these effects “scaling effects with respect to a standard
macro-analysis.” Guo and Li �19� remarked that, since different
forces have different dependences with respect to length, the sur-
face forces �like surface tensions, viscous forces, or electrostatic
forces� become more important and even dominant as the scale is
reduced. For this reason, it is possible to identify the following
main “scaling effects” for single-phase flows in microchannels: �i�
axial heat conduction �small Peclet number�, �ii� conjugate heat
transfer, �iii� temperature dependent properties, �iv� wall rough-
ness �nonuniform wall roughness distribution�, and �v� viscous
dissipation �intense viscous forces�.

Axial heat conduction and conjugate heat transfer in micro-
channels have been studied numerically by several authors. The
effects of thermal conductivity of the solid region around the mi-
crochannels have been explored by Qu and Mudawar �12�; for the
geometry investigated, the effects of the solid thermal conductiv-
ity on the average Nusselt number were so small that their results
for a copper heat sink and a silicon heat sink were virtually iden-
tical. For the same geometry, Li et al. �10� observed that the mag-
nitude of the heat flux due to axial heat conduction in the solid
region depends on the Reynolds number. They concluded that for
low fluid flow rates particular attention should be paid to the ef-
fects of this heat loss.

A large number of papers have been devoted to analyzing the
effect of the thermophysical property variations with temperature
�20–22�. The main conclusion of these works is that it is very
important to consider the variation of the fluid viscosity in the
analysis of micro-flows, especially at low Reynolds numbers,

whereas quantities such as density, specific heat, and so on can be
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onsidered independent of temperature. The role of surface rough-
ess on fluid flow and heat transfer in microchannels has been
mphasized by several authors both experimentally and theoreti-
ally �23–26�. Sabry �23�, in order to explain the role of the sur-
ace roughness at the walls, stated that liquid flow is probably
artially separated from the walls by a very thin gas blanket
rapped by the roughness elements in microchannels. This gas
lanket could influence the value assumed by the friction factor,
he critical Reynolds number linked to the transition between
aminar to turbulent regime, the Nusselt number, and it could ex-
lain the dependence of friction factor and Nusselt number on the
eynolds number even in the laminar regime.
The effect of the viscous forces in microchannels has been in-

estigated by many authors. Tso and Mahulikar �27� presented a
heoretical and experimental analysis of circular microchannels,
aking into account the effect of the viscous dissipation by means
f the Brinkman number. They found that the experimental data
or laminar flow can be well connected by using the variation of
he Brinkman number. In their experimental analysis the authors
ound very small values of the Brinkman number �of the order of
0−8�, too low to affect directly the water bulk temperature by
eans of the viscous dissipation. The author remarked that for
icrochannels the effect of the Brinkman number is related to the

eduction of the dynamic viscosity between the inlet and the outlet
f a microchannel due to the increase in the bulk temperature; this
act can reduce the Brinkman number at the exit by about 50% of
ts inlet value. The authors concluded that the axial variation of
he Brinkman number affects the convective heat transfer in mi-
rochannels; they defined this effect as the secondary effect of the
rinkman number. The authors stated that the secondary effect of

he Brinkman number can be used in order to explain the decrease
n the Nusselt number when the Reynolds number increases in the
aminar regime. However, the data used in order to correlate the
usselt number with the Brinkman number were obtained under

onditions in which the Reynolds number and the Prandtl number
lso varied. In this manner it becomes hard to distinguish the
ffect of the Brinkman number on the Nusselt number from the
ffects of the Reynolds number and the Prandtl number.

Tunc and Bayazitoglu �28� studied the effects of the viscous
issipation for rarefied gas flow in the slip-flow regime in circular
nd rectangular microchannels. They concluded that the Brinkman
umber plays an important role in the heat transfer through mi-
rodevices also for gas flows.

Xu et al. �29� investigated the viscous dissipation effects for
iquid flows in microchannels; they stated that deviations from
redictions using conventional theory that neglects viscous dissi-
ation could be expected because viscous dissipation tends to be
ignificant due to high velocity gradients existing in channels with
mall hydraulic diameters. They proposed a criterion to draw the
imit of the significance of the viscous dissipation effects in mi-
rochannel flows.

More recently, Koo and Kleinstreuer �30� investigated the vis-
ous dissipation effects on the temperature field and friction factor
n circular and rectangular microchannels. They demonstrated that
iscous dissipation is a strong function of the hydraulic diameter,
he channel aspect ratio, and the Brinkman number. They con-
luded that ignoring viscous dissipation could affect accurate flow
redictions in microchannels.

Morini �31,32� investigated the effect of the viscous heating for
iquid flows through microchannels in order to demonstrate that
he temperature variation due to the viscous heating could change
he value of the Poiseuille number by means of the variation of the
uid viscosity with the temperature. A criterion in order to predict
hen the viscous dissipation effects can be neglected in micro-

hannels was theoretically derived. In addition, Morini evidenced
n �31� that the criterion to draw the limit of significance of vis-
ous heating in microchannels proposed by Xu et al. �29� tends to
nderestimate the viscous dissipation effects.
The conclusions of Morini �31,32� about the importance of the

10 / Vol. 129, MARCH 2007
viscous effects in microchannels are confirmed by the conclusions
of Hetsroni et al. �33� in their critical review of the results on the
convective heat transfer in microchannels that appeared in the last
years in the open literature.

This paper is devoted to study theoretically the effects of the
viscous heating on the convective heat transfer coefficient for liq-
uid flows in microchannels. Since our main aim is to isolate this
single aspect of the problem, in this paper the other scaling effects
will not be taken into account.

Mathematical Model
Let us consider the silicon microchannel heat sink shown in

Fig. 2; the microchannels obtained by chemical etching on the
silicon wafer are in general closed by a Pyrex glass cover bonded
to the substrate or by means of a silicon wafer. A liquid flows
through the channels; due to the small size of the microchannels
the flow is typically laminar. The microchannels have an axially
unchanging cross-section with area equal to � and a wetted pe-
rimeter equal to �. A Cartesian system of coordinates �, �, � is
assumed, with its origin in the left bottom corner of the inlet
cross-section �see Fig. 2�.

A fixed linear power qw is imposed on the top of the silicon
substrate while all the other outside walls of the unit cell are
adiabatic. Some simplifying assumptions can be made before ap-
plying the conventional Navier-Stokes and energy equations to
model the heat transfer process in a microchannel. The major
assumptions can be summarized as follows:

1. The fluid is Newtonian, incompressible, and with a laminar
fully developed profile of velocity u�� ,�� and a uniform
inlet temperature �in.

2. The transport processes are considered to be steady-state and
bi-dimensional �through the microchannel the velocity and
the temperature profiles are considered as fully developed�.

3. All the channel walls are rigid and nonporous.
4. Thermal radiation is neglected.
5. Axial thermal conduction �Pe	1�, natural convection

�Gr/Re2
1�, and interior heat sources are neglected.
6. Solid and fluid thermophysical properties are assumed as

constant with the temperature.

In silicon heat sinks, due to the high thermal conductivity of the
silicon, the temperature gradient in the silicon substrate is very
limited and the solid temperature field is close to an isothermal
one: this fact has been demonstrated numerically by Fedorov and
Viskanta �13�, Qu and Mudawar �12�, and Li et al. �10�. When a
pyrex cover is used to close the heat sink, three walls of the
microchannels work with a constant temperature; on the contrary,
the pyrex side can be considered adiabatic. In general, the ratio
between the thermal conductivity of the silicon and of the liquid
assumes very high values, the same occurs for the ratio between
the length and the hydraulic diameter of the microchannel. For

Fig. 2 Sketch of a silicon heat sink
these reasons the microchannels can be conveniently studied as
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“
w
s
l
i
s
a
p
�
i
c
m
c
a
c
c
w
e

m

I
p
p
d
a

w
fl

W
d
w
o
i
f
B
o

a

w
i

J

long ducts” under a classical H1 thermal boundary condition
ith three sides having an imposed uniform temperature and one

ide �the pyrex side� as adiabatic; this situation is classified in the
iterature as a 3L/S version �34�. Conversely, when a silicon cover
s used to close the microchannels, all the boundaries can be con-
idered as isothermal; it is possible to use the H1 thermal bound-
ry condition, with four sides having an imposed uniform tem-
erature; this situation is classified in the literature as a 4 version
34�. The choice of the right thermal boundary conditions is a very
mportant item in order to simulate correctly the heat transfer
haracteristics of microflows as pointed out by Lee et al. �16� by
eans of a comparison between experimental results and numeri-

al predictions obtained by using different kind of thermal bound-
ry conditions. The numerical results obtained by Lee et al. �16�
onfirmed that the H1 boundary condition �implemented in their
ommercial code using thin and highly conductive microchannel
alls with no axial conduction� can be used as a computationally

conomical alternative to a full 3D conjugate analysis.
Under the mentioned hypotheses the conservation equations of
omentum and energy can be written as follows:

�2u =
1

�

dp

d�

�2� +
�

�
��u · �u� =

u��,��
�

��

��
�1�

n the fully developed thermal region of a heated duct the tem-
erature profile continues to change with � but the “relative tem-
erature shape” of the profile no longer changes. Resorting to the
efinition of a thermally fully developed region for the H1 bound-
ry condition, it is possible to demonstrate that:

��

��
=

��b

��
=

qw + ��
�

��u · �u�d�

cpW�
�2�

here qw is the power per unit length to the heated wall, W is the
uid average velocity, and � is the area of the cross-section.
It is suitable introducing the dimensionless quantities:

x =
�

Dh
; y =

�

Dh
; �* =

�

Dh
; �* =

�

Dh
2 ; �* = Dh�

V�x,y� =
u

W
; p* = −

Dh
2

�W

dp

d�
; T =

��� − �in�
qw

; Br =
�W2

qw

�3�

e point out that the Brinkman number used here is defined in a
ifferent form from its classical definition �Br�=�W2/qw�Dh� in
hich the wall heat flux is used. Because the value of qw� depends
n the geometry of the microchannels considered �in particular on
ts heated perimeter�, in this paper the Brinkman number is re-
erred to the linear heat flux qw. It is possible to calculate Br� from
r as Br�=�h

* Br where �h
* is the dimensionless heated perimeter

f the microchannel.
Consequently, the dimensionless momentum and energy bal-

nce equations are readily obtained in the following form:

�*2V = − p*

�*2T + Br��*V · �*V� =
V�x,y�

�* �1 + Br �*� �4�

here the dimensionless viscous-energy-dissipation function �*
s defined as:

ournal of Heat Transfer
�* =�
�*

��*V · �*V�d�* �5�

The momentum balance equation is solved by using the no-slip
boundary condition at the wall, which means considering negli-
gible any rarefaction effect. For Newtonian liquid flows this as-
sumption is always justified for hydraulic diameters of the micro-
channel greater than 1 �m.

The complete set of boundary conditions is thus:

�V�� = 0, �T�� = 0 �4 version�

�V�� = 0, 	 �T

�y
	

�b
*

= 0, �T��*−�b
* = 0 �3 version� �6�

where �b
* is the dimensionless length of the bottom boundary of

the microchannels ��b
*=a /Dh�.

Flow and Thermal Characteristics. From the dimensionless
velocity distribution V�x ,y� it is possible to derive the values as-
sumed by the main flow parameters as a function of the micro-
channel aspect ratio. In particular, it is possible to determine the
value of the Poiseuille number, defined as the product of the Fan-
ning friction factor for fully developed flow �f� and the Reynolds
number �Re�, by means of the following relation:

fRe = −
1

2�*�
�*

�* · ��*V�d�* =
p*

2
=

2�*

�* =
�*

2�* �7�

Equation �7� states the link existing between the Poiseuille num-
ber and the viscous-energy dissipation function �* �Eq. �5�� as
demonstrated in �31�.

From the dimensionless temperature distribution T�x ,y�, the
value of the bulk temperature can be computed:

Tb =
1

�*�
�*

V�x,y�T�x,y�d�* �8�

The local Nusselt number along the walls of the microchannels
can be calculated as follows:

Nul = −
1

Tb
�n · ��*T�w� �9�

where n is the versor normal at the wall.
By averaging the local Nusselt number along the heated perim-

eter one can obtain the thermally fully developed mean Nusselt
number:

Nu =
1

�h
*�

�h
*

Nul d�* = −
1

�h
*Tb
�

�h
*

n · �T d�* = −
1

�h
*Tb

�10�

where �h
* is the dimensionless heated perimeter ��h

*=�* �4 ver-
sion�, �h

*=�*−�b
* �3 version��.

Numerical Accuracy. The problem described by Eq. �4� with
the boundary condition given in Eq. �6� has been numerically
solved by means of a code written by using the software package
FlexPDE™ �35�. This package is devoted to the solution of sys-
tems of partial differential equations through a Rayleigh-Ritz-
Galerkin finite element method. The numerical procedure implies
an iterative refinement of the grid until the prescribed accuracy,
correlated with the maximum local residual value Rk, is reached.
The iterative procedure is stopped when the velocity field V and
the temperature field T satisfy the following condition:

max�Rk�V,N�,Rk�T,N�� � � ∀ k � �1,N� �11�

where N denotes the number of triangular elements.
In order to determine the convergence error, the numerical re-

sults obtained by varying � have been compared with the analyti-

cal values of the Poiseuille number �fRe� and of the Nusselt num-
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er �Nu� obtained by Shah and London �36� and Morini �37�,
espectively, for rectangular channels with three or four walls
eated in which viscous dissipation is neglected.

The Poiseuille numbers �fRe� for a fully developed flow
hrough rectangular and trapezoidal microchannels are quoted in
able 1. Table 2 shows the average Nusselt numbers Nu0 obtained
y neglecting the viscous dissipation �Br=0� for rectangular and
rapezoidal microchannels as a function of the aspect ratio. The
ross-section aspect ratio is usually defined as the ratio between
he height and the width of the channel. The definition of the

able 1 The Poiseuille number „fRe… for fully developed flow
hrough rectangular and trapezoidal microchannels

able 2 Average Nusselt number „Nu0… for negligible viscous
eating „Br=0… for rectangular and trapezoidal mocrichannels
ith three or four sides heated, as a function of the aspect ratio
12 / Vol. 129, MARCH 2007
aspect ratio is univocal for a rectangular cross-section; on the
contrary, two different definitions of the aspect ratio are used in
the literature for trapezoidal channels ��=c /a or �=c /b with ref-
erence to the symbols in Fig. 1�. In this work � is used; for
trapezoidal channels � tends to infinity as the cross-section ap-
proaches the triangular shape.

For � equal to 10−7, the following maximum relative differ-
ences between the numerical and the analytical values of fRe and
Nu have been found:

� fRe = 0.003%, �Nu = 0.005% �12�
The estimates given for the convergence error on the main flow
parameters for rectangular channels are considered reliable also
for the numerical results obtained for the trapezoidal channels. By
using the same value of � �10−7� for all the cross-sections consid-
ered, the required number of triangular elements �N� in order to
satisfy the residual-based adaptive refinement criterion ranges be-
tween a minimum value of 70,000 �for the square channel� and a
maximum value of 250,000 �for the trapezoidal channel with an
aspect ratio �=0.02�.

Discussion of the Results

Significance of the Viscous Dissipation. Firstly, it is important
to draw the limit of significance of the viscous dissipation in
heated or cooled microchannels; in particular, in this section a
criterion will be carried out in order to predict the range of the
Brinkman number where the viscous dissipation effect cannot be
neglected in the analysis of the heat transfer in microchannels.

In this investigation the entrance effects are neglected and the
longitudinal temperature gradient along the microchannel �Eq.
�2�� is considered as a constant. Numerical analyses of Tso and
Mahulikar �27� and Koo and Kleinstreuer �30� confirmed that the
entrance effects have a limited effect on the temperature distribu-
tion along the flow direction, in particular for low Reynolds num-
bers. By integrating Eq. �2� between the inlet and the outlet of a
microchannel one can calculate the temperature difference be-
tween the extremes of the microchannel:

��b =
qw

cpW�
L +

�W2�*

cpW�
L = ��q + ��v �13�

where L is the microchannel length.
The bulk temperature difference between the inlet and the outlet

of the channel is considered as a sum of two terms: �i� the tem-
perature drop linked to the heat flux at the wall ���q� and �ii� the
temperature rise due to the viscous dissipation inside the fluid
���v�.

If one considers the ratio between these two contribution, it is
possible to demonstrate that this ratio is linked to the Brinkman
number and the Poiseuille number by means of the following
relation:

� =
��v

��q
= Br �* = 2 Br �*fRe �14�

In order to draw the limit of the significance of the viscous dissi-
pation effects in a microchannel one can impose that they are
significant when this ratio is greater than a fixed value ��lim
=1–5%�; in this manner the following inequality on the Brink-
man number can be made:

Br �
�lim

2�*fRe
�15�

If this inequality is satisfied, the effects of the viscous dissipation
cannot be neglected.

For rectangular and trapezoidal channels the dimensionless area
of the cross-section is a function of the aspect ratio ��� and of the

apex angle ���; it can be expressed as follows:
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�* =

1 + �� 1

tg�
+

1

sen�
�2

4�2
 1

�
+

1

tg�
 �16�

igure 3 shows the maximum value of the Brinkman number for
hich the viscous dissipation effects can be neglected for micro-

hannels having trapezoidal ��=54.74 deg� and rectangular ��
90 deg� cross-section, as a function of the aspect ratio �. A value
f �lim equal to 5% is considered. It is evident that for shallow
icrochannels the effects of the viscous dissipation become im-

ortant for lower Brinkman numbers.
In order to consider the applicability to the microchannels of

he proposed criterion, the value of the minimum Reynolds num-
er �linked to the minimum Brinkman number indicated in Eq.
15�� for which � becomes equal to 5% is computed as a function
f the hydraulic diameter for a rectangular microchannel having
=3. In Fig. 4 the minimum Reynolds number is shown for water

nd isopropanol as working fluids in rectangular and trapezoidal
icrochannels having an aspect ratio �=3. A constant wall heat

ig. 3 Maximum value of the Brinkman number for which the
iscous dissipation effects can be neglected for trapezoidal
�=54.74 deg… and rectangular „�=90 deg… microchannels as a
unction of the aspect ratio �

ig. 4 Maximum Reynolds numbers for which the effects of

he viscous dissipation can be neglected

ournal of Heat Transfer
flux at the wall equal to 90 W/cm2 is considered in agreement
with the experimental and theoretical works of Kawano et al. �11�,
Fedorov and Viskanta �13�, Qu and Mudawar �12�, and Li et al.
�10�. It is evident that the viscous effects are more important for
isopropanol than for water as the physical intuition suggests. In
addition, it is interesting to note that for water the viscous effects
have to be considered only for microchannels having a hydraulic
diameter less than 100 �m; when the hydraulic diameter de-
creases the minimum Reynolds number decreases and the viscous
effects become important even if the Reynolds numbers are low
�Re�500�. In Fig. 4 the role of the cross-section shape is high-
lighted; it is possible to note that the viscous effects occur earlier
in the trapezoidal microchannel for fixed values of the hydraulic
diameter and aspect ratio.

Figure 4 proves that the viscous effects are typical scaling ef-
fects; in fact, they are negligible for high values of the hydraulic
diameter but tend to become very important when hydraulic di-
ameters less than 100–300 �m are considered.

Uniform Heat Flux Microchannels. The problem of the deter-
mination of the Nusselt number for a Newtonian incompressible
fluid through a rectangular channel in fully developed laminar
flow with viscous dissipation for H1 boundary condition and any
combination of heated and adiabatic sides of the duct has been
solved analytically by Morini and Spiga �38�. They used the inte-
gral transform technique in order to determine the velocity and the
temperature inside the rectangular channels.

A comparison with the analytical results by Morini and Spiga
�38� is made in order to verify the reliability of the numerical
procedure adopted in this paper to study the effect of the viscous
dissipation through silicon microchannels.

Figure 5 shows the comparison between the numerical results
and the analytical values of the average fully developed Nusselt
number for two rectangular channels with different values of the
aspect ratio ��=1 and �=0.5�. It is possible to note that the nu-
merical results are in a good agreement with the analytical results
of Morini and Spiga �38�; this comparison is considered as a
benchmark for the numerical procedure followed in this paper.

In Fig. 6 the trends of the local Nusselt number along the pe-
rimeter of two trapezoidal microchannels having aspect ratio �
equal to 1 �Fig. 6�a�� and 0.2 �Fig. 6�b�� with four heated sides are
shown as a function of the Brinkman number. It is evident that the
convective heat transfer coefficient presents strong variations
along the perimeter of the microchannel; in particular, the value of
the local Nusselt number approaches zero near the corners of the
channels where the fluid tends to be stagnant. When the aspect

Fig. 5 Comparison between the numerical and the analytical
values of the average fully developed Nusselt number for rect-
angular channels with �=1 and �=0.5 „four sides heated…
ratio decreases the longer sides tend to be characterized by a more
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niform value of the local convective heat transfer coefficient.
igure 6 puts in evidence the reduction of the local values of the
usselt numbers when the Brinkman number increases; when the

ffect of the viscous forces is significant �Br�0.001� the local
usselt numbers tend to decrease as an effect of the reduction of

he temperature gradients at the walls due to the viscous internal
eat production. In Figs. 7�a� and 7�b� the average fully developed
usselt number is plotted as a function of the Brinkman number

or trapezoidal silicon microchannels with three and four sides
eated, respectively. Looking at Figs. 6 and 7 it is possible to note
hat in general the Nusselt number is higher for cross-sections
aving lower aspect ratios if the viscous dissipation is negligible
Br�0.001�. For large Brinkman numbers this rule is reversed; in
act, for high Brinkman numbers the cross-sections with lower
spect ratios exhibit lower Nusselt numbers. For large Brinkman
umbers the square microchannels have higher Nusselt numbers
han the rectangular channels with very small aspect ratios. This
onfirms that the aspect ratio of the channels plays an important
ole in viscous dissipation as observed numerically by Koo and
leinstreuer �30�.

ig. 6 Local Nusselt number along the perimeter of two trap-
zoidal microchannels with four heated sides for �=1 „a… and
=0.2 „b… as a function of the Brinkman number
Morini and Spiga �38� demonstrated analytically that the link

14 / Vol. 129, MARCH 2007
between the average Nusselt number and Brinkman number can
be expressed by means of this general relationship for circular and
noncircular ducts:

Nu =
Nu0

1 + � Br
�17�

where Nu0 is the value of the Nusselt number when Br=0 �Nu0 is
quoted in Table 2 for the geometries considered in this paper� and
� is a parameter depending on the geometry of the channel cross-
section and on the combination of heated and adiabatic sides of
the channel.

In Table 3 the values assumed by � for rectangular and trap-
ezoidal microchannels having three and four sides heated, respec-
tively, are listed. Using these data and Eq. �17� it is possible to
calculate the value assumed by the fully developed Nusselt num-
ber as a function of the Brinkman number in KOH-etched silicon
microchannels.

For the sake of completeness, it can be useful to remember that
for circular microtubes with prescribed wall heat flux, the analyti-
cal value of � is equal to 48� /11 and the fully developed average

Fig. 7 The average fully developed Nusselt number as a func-
tion of the Brinkman number for trapezoidal silicon microchan-
nels with three „a… and four „b… sides heated
Nusselt number �Nu0� is equal to 48/11 �39�.
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Uniform Wall Temperature Microchannels. In this section
he temperature distribution in a silicon microchannel duct with a
niform temperature at the walls �T boundary condition� is ob-
ained as a particular case of the solution for the H1 boundary
ondition. Considering Eqs. �13� and �14� the bulk temperature
ise between the inlet and the outlet of a microchannel can be
xpressed as follows:

��b = ��q�1 + �� �18�
t is possible to observe that the bulk temperature rise vanishes
hen � is equal to −1. When this case occurs, the T boundary

onditions is reached; in other words, there exists only one value
f the Brinkman number compatible with the T boundary condi-
ion when viscous heating is taken into account:

BrT = −
1

�* = −
1

2�*fRe
�19�

t is easy to demonstrate that Eq. �19� is consistent with the con-
lusion of Zanchini �39� for circular tubes, where BrT=−1/8�.
his analysis underlines that the T boundary condition can be
onsidered as a particular case of an H1 thermal problem in which
he heat flux at the wall is equal to the internal heat generation due
o the viscous dissipation. The negative value of the Brinkman
umber BrT remembers that, in the presence of the viscous dissi-
ation, the uniform temperature at the walls can be maintained
nly by cooling the fluid �negative values of the heat flux at the
all�. For trapezoidal and rectangular microchannels, the fully
eveloped Nusselt number in the T boundary condition can be
alculated by Eq. �17� by posing Br=BrT. This fact underlines that
or a microchannel with a uniform wall temperature for which the
ffects of the viscous dissipation are important, the fully devel-
ped Nusselt number becomes independent by the Brinkman
umber. By using Eqs. �17� and �19� it is worth noticing that:

Nu0

NuT
= 1 −

�

2�*fRe
�20�

n which the average Nusselt number in the H1 thermal boundary
ondition obtained by neglecting the viscous dissipation �Nu0� is
elated to the average Nusselt number in the T boundary condition
ith viscous dissipation �NuT� by means of the Poiseuille number

fRe� and the � coefficient.

able 3 Coeficients � for rectangular and trapezoidal micro-
hannels having three or four sides heated
In Fig. 8 the values of the fully developed average Nusselt

ournal of Heat Transfer
number in the T boundary condition with three sides heated �a�
and with four sides heated �b� when the viscous dissipation is
taken into account are shown as a function of the cross-section
aspect ratio ��� for trapezoidal and rectangular microchannels. It
is evident that for low aspect ratios the Nusselt numbers for rect-
angular and trapezoidal cross-sections tends to become equal.
When the aspect ratio increases, the average Nusselt numbers for
trapezoidal microchannels are lower than those for rectangular
ones. In Fig. 8�b� a comparison between the numerical results
obtained in the present work and the analytical values obtained by
Morini and Spiga �38� by means of the technique of the finite
integral transform for rectangular channels with four sides heated
is made; the agreement is good and this fact can be considered an
additional benchmark of the numerical results presented in this
paper.

Area Goodness Factor Comparison. In order to compare the
thermal performances of silicon micro-heat sinks with rectangular
or trapezoidal microchannels it is possible to use the area good-
ness factor defined as follows:

j

f
=

Nu Pr−1/3

fRe
=

1

�tot
2 
Pr2/3 NTU ṁ2

2�p
 �21�

This factor has been introduced by Shah and London �36� in order

Fig. 8 The average fully developed Nusselt number for micro-
channels with an uniform wall temperature with three „a… and
four „b… sides heated as a function of the cross-section aspect
ratio „�…
to compare different kinds of heat exchangers. A different perfor-
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ance evaluation technique has been introduced by Bejan �40�
nd used by Sekulic et al. �41� to compare the thermal perfor-
ance of singly connected ducts by means of the evaluation of the

ntropy generation caused by finite temperature differences and
y fluid friction. In this work the performances of silicon micro
eat sinks are evaluated by using the area goodness factor �Eq.
21��.

From the first equality in Eq. �21� it is evident that this factor
epends only on the Brinkman number for the fully developed
aminar flow of a specified fluid. The second equality shows that
he area goodness factor is inversely proportional to the square of
he total flow area ��tot=n� with n equal to the number of mi-
rochannels� of the heat sink.

Since the dimensionless quantities j and f are independent of
he scale of the geometry �Dh�, the area goodness factor j / f for
ifferent microchannels represents the influence of the geometric
actors on the pressure losses and the heat transfer.

In Fig. 9 the area goodness factor is shown as a function of the
spect ratio for rectangular and trapezoidal microchannels with
our sides heated. It is evident that the rectangular microchannels
ive, in general, higher values of the area goodness factor; this
act means that the micro-heat sinks with rectangular microchan-
els are more compact than those with trapezoidal microchannels
or a fixed value of the heat exchanged because they have a lower
ow area.
If the viscous dissipation can be neglected �Br�0�, when rect-

ngular microchannels are employed very high �deep� or very low
shallow� values of the aspect ratio assure high values of the area
oodness factor. On the contrary, for trapezoidal microchannels
he j / f factor is maximum for low aspect ratio �shallow

icrochannels�.
It is worth noting by Fig. 9 that when � is low the difference

etween the trapezoidal and rectangular geometries tends to van-
sh because the cross-sections tend to become similar to parallel
lates. It is interesting to note that when the Brinkman number
ncreases the area goodness factor reaches the maximum for in-
ermediate values of the aspect ratio; the viscous effects tend to
enalize the performances of the microchannel that are very shal-
ow and/or very deep.

These conclusions are confirmed by Fig. 10 for microchannels
ith three sides heated. In this case for Br=0 the j / f factor is
aximum for high values of the aspect ratio when rectangular
icrochannels are employed. For micro-heat sinks with trapezoi-

al microchannels, the j / f factor is always lower than for rectan-

ig. 9 The area goodness factor „jH1 / f… for rectangular and
rapezoidal microchannels with four sides heated as a function
f the aspect ratio
ular microchannels, but when the aspect ratio decreases this dif-

16 / Vol. 129, MARCH 2007
ference tends to vanish. In addition, Fig. 10 highlights that the
dependence of the j / f factor on the aspect ratio is weak for trap-
ezoidal cross-sections.

Finally, it is important to underline that the model presented
here is valid under the hypothesis of thermophysical properties
independent of the temperature. On the contrary, the variation
with temperature, especially for the fluid viscosity, cannot be ig-
nored, in particular for low Reynolds numbers when, for a pre-
scribed wall heat flux, there is a strong temperature rise between
the inlet and the outlet of the microchannel. Since the viscosity
tends to decrease when the temperature increases, the viscous dis-
sipation effects calculated by using the proposed constant proper-
ties model could be overestimated. For this reason in a future
work the effect of the viscosity dependence on the temperature
will be integrated in the model.

Conclusions
Often “unexpected experimental results” obtained by testing

liquid flows through microchannels are associated to scaling ef-
fects and/or to the lack of accuracy in the experimental tests. In
this work the effects of the viscous dissipation in heated micro-
channels are analyzed.

The main conclusions of this work can be summarized as fol-
lows:

• It has been shown that the fluid is of importance in estab-
lishing the exact limit of significance of viscous dissipation
effects on the heat transfer coefficients. It has been demon-
strated that for isopropanol viscous dissipation becomes im-
portant for microchannels having a hydraulic diameter less
than 200 �m; on the contrary, for water this limit becomes
50 �m. A criterion to draw the limits of the significance of
the viscous effects for any fluid has been suggested.

• It has been demonstrated that the aspect ratio of the micro-
channel, the Brinkman number, and the Reynolds number
play an important role in determining the impact of the vis-
cous dissipation on the Nusselt number. The viscous heating
penalizes the heat transfer by reducing the value of the Nus-
selt number. A simple correlation between the Nusselt num-
ber and the Brinkman number has been proposed for the
typical cross-sections of silicon microchannels.

• The area goodness factors for micro heat sinks with rectan-
gular and trapezoidal microchannels have been computed as
a function of the aspect ratio and of the Brinkman number in
order to individuate the best geometry in terms of compact

Fig. 10 The area goodness factor „jH1 / f… for rectangular and
trapezoidal microchannels with three sides heated as a func-
tion of the aspect ratio
flow area. It has been demonstrated that the rectangular ge-

Transactions of the ASME



p
t
r
p
c

A

C

N

G

S

J

ometry guarantees higher j / f factors and that the Brinkman
number influences the optimal value to assign to the aspect
ratio.

In conclusion, it is important to stress that the numerical results
resented in this paper demonstrate that the problem of enhancing
he heat transfer in microdevices cannot be solved by indefinitely
educing the microchannel dimensions because the viscous dissi-
ation effects shall offset the gains of high heat transfer coeffi-
ients associated with a reduction in the channel size.
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omenclature
a ,b � maximum and minimum width of the cross-

section, m
Br � Brinkman number �=�W2 /qw�
cp � fluid specific heat, J kg−1 K−1

c � height of the microchannel, m
Dh � hydraulic diameter of the duct �=4� /��, m

f � Fanning friction factor
h � convective heat transfer coefficient, W m−2 K−1

j � Colburn number �=Nu Pr−1/3 Re−1�
L � microchannel length, m
ṁ � mass flux, kg/s

Nu � Nusselt number �=hDh /��
NTU � number of transfer units

p � pressure of the fluid in the duct, Pa
p* � dimensionless pressure defined by Eq. �3�
Pe � Peclet number �=Re Pr�
Pr � Prandtl number �=� /��
qw � linear power �i.e., power per unit length�,

W m−1

Re � Reynolds number �=WDh /��
T � dimensionless temperature defined by Eq. �3�
u � axial fluid velocity, m s−1

V � dimensionless axial fluid velocity defined by
Eq. �3�

W � fluid average velocity, m s−1

x ,y ,z � dimensionless Cartesian coordinates
� � gradient operator

reek Symbols
� � thermal diffusivity �=� /cp�, m2 s−1

� � microchannel aspect ratio �=c /b�
� � cross-section apex angle

�* � dimensionless viscous-energy-dissipation func-
tion defined by Eq. �5�

� � wetted perimeter, m
�* � dimensionless wetted perimeter defined by Eq.

�3�
� � parameter defined by Eq. �14�
� � thermal conductivity, W m−1 K−1

� � kinematic viscosity, m2 s−1

� � dynamic viscosity, kg m−1 s−1

 � fluid density, kg m−3

� � parameter defined by Eq. �17�
� � fluid temperature, K

� � cross-sectional area, m2

�* � dimensionless cross-sectional area defined by
Eq. �3�

� ,� ,� � Cartesian coordinates, m

ubscripts

b � mixing cup �or bulk�

ournal of Heat Transfer
h � heated
in � inlet
l � local

tot � total
w � wall
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Convection Heat Transfer in
Microchannels With High Speed
Gas Flow
This paper presents an experimental investigation of convective heat transfer for laminar
gas flow through a microchannel. A test stand was set up to impose thermal boundary
conditions of constant temperature gradient along the microchannel length. Additionally,
thin film temperature sensors were developed and used to directly measure the micro-
channel surface temperature. Heat transfer experiments were conducted with laminar
nitrogen gas flow, in which the outlet Ma was between 0.10 and 0.42. The experimental
measurements of inlet and outlet gas temperature and the microchannel wall temperature
were used to validate a two-dimensional numerical model for gaseous flow in microchan-
nel. The model was then used to determine local values of Ma, Re, and Nu. The numerical
results show that after the entrance region, Nu approaches 8.23, the fully developed value
of Nu for incompressible flow for constant wall heat flux if Nu is defined based on �Tw

−Tref� and plotted as a function of the new dimensionless axial length, X*= �x /
2H��Ma2� / �Re Pr�. �DOI: 10.1115/1.2426358�

Keywords: experimental, heat transfer, microscale, sensors, thin films
ntroduction

Flow and heat transfer through microchannels have been inves-
igated during the last 20 years to determine if the small charac-
eristic length causes deviation from continuum flow behavior.
arly research by Tuckermann and Pease �1� showed that laminar
ow of water through a microchannel heat exchanger could dissi-
ate up to 790 W/cm2, a heat flux that is generally achieved only
ith boiling liquids.
Peiyi and Little �2� fabricated counterflow heat exchangers in

lass wafers. The flow loop consisted of parallel channels of
eight 89–97 �m and width 312–572 �m spaced 281–472 �m
part. For Reynolds numbers less than 2200, Peiyi and Little com-
ared their measurements of Nusselt number with an empirical
elation for fully developed laminar flow through smooth tubes
ith little agreement.
Choi et al. �3� conducted experiments to study convection heat

ransfer in constant temperature glass microtubes. For laminar
ow, the measured Nusselt number was found to increase with

ncreasing Reynolds number over the range 0.1–7.
Peng et al. �4� and Peng and Peterson �5� measured the heat

ransfer coefficient for the flow of water and methanol through
icrochannels of rectangular cross section with hydraulic diam-

ters ranging from 0.133 to 0.343 mm. Their data for laminar flow
ith constant wall heat flux indicates that the Nusselt number

ncreases as the Reynolds number increases.
Fulin and Scaringe �6� conducted an analysis of three heat ex-

hangers etched into silicon wafers. Each heat exchanger con-
isted of a common inlet and outlet connected by 12 parallel mi-
rochannels of 1 mm width, 48 mm length, and 2 mm spacing.
xperiments were conducted with water yielding Reynolds num-
ers between 800 and 3500. Nusselt numbers between 9 and 12
ere reported by the researchers for laminar flow.
Jiang et al. �7� have fabricated resistance temperature sensors

n the backside of a silicon microchannel wafer �phosphorous

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 22, 2005; final manuscript

eceived June 12, 2006. Review conducted by Yogendra Joshi.

ournal of Heat Transfer Copyright © 20
implantation�. While the temperature sensors are external to the
microchannel, they represent an integrated approach to local tem-
perature measurement for microchannel systems.

Recently, microchannels have been fabricated for two phase
flow experiments having a nearly constant heat flux boundary
condition and local resistance temperature sensors �8�. A single
boron resistor was ion implanted along the heated length of the
microchannel on the outside surface of the silicon wafer. By mea-
suring the current flowing through the entire resistor and the volt-
age drop across nine segments of the resistor, the local resistance
could be calculated. The local temperature along the resistor was
determined from calibration curves obtained for each resistor seg-
ment. The resistance temperature sensors were found to have an
uncertainty of ±3°C.

The influence of rarefaction on the Nusselt number has been
studied by Hadjiconstantinou �9� and Hadjiconstantinou and
Simek �10� for gas flow between parallel flat plates. Their analysis
shows a decrease in Nu as Kn increases, for both constant wall
heat flux and constant wall temperature boundary conditions.

There have been very few experimental efforts to measure the
Nusselt number for gas flow through microchannels. In the experi-
ments referenced above, the microchannel wall temperature was
not measured directly and there was no capability for fluid tem-
perature measurement along the microchannel. Further, the author
is not aware of any experimental investigation of the influence of
compressibility on Nusselt number for laminar internal flow. Nei-
ther has the author found any analytical treatment of combined
friction and heat transfer for internal compressible flow.

Therefore, an experimental investigation was undertaken to
benchmark the friction factor for laminar, compressible flow of
gas through microchannels of rectangular cross section. A system-
atic set of experiments was conducted to independently show the
influence of rarefaction, compressibility, and surface roughness on
the friction factor for isothermal wall conditions. This work is
reported by Turner et al. �11–13� and Asako et al. �14�. The
present investigation is a continuation of this work which is fo-
cused on heat transfer for laminar gas flow through channels of
constant cross-section area. The objectives were to: �1� develop
temperature sensors for direct temperature measurement of the

microchannel surface; �2� apply thermal boundary conditions

MARCH 2007, Vol. 129 / 31907 by ASME
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hich would result in the microchannel surface having a constant
emperature gradient along the length; and �3� determine the effect
f compressibility on the Nusselt number for gas flow in micro-
hannels.

eat Transfer Experiment
To accomplish the objectives, a single microchannel of 981 �m

idth � 50.47 �m height �25.0 mm length was fabricated on a
ilicon wafer. The channel width to height ratio was close to 20 so
hat the angled sidewalls could be neglected. The reported width
as measured at the half-height of the channel. Nine thin-film

esistance temperature sensors �RTDs� were deposited onto the
urface of the microchannel �at the bottom of the etched silicon�
or direct temperature measurement along the channel length. The
icrochannel has a smooth relative surface roughness, � /H
0.00044, and the Knudsen number was within the range
.0002�Kn�0.002 for all the tests. In this way the test data was
solated from the effects of surface roughness or rarefaction, so
hat the influence of compressibility could be observed.

The two limiting heat transfer problems for internal flows are
onstant wall temperature and constant wall heat flux boundary
ondition. For the case of constant wall temperature, the fluid
emperature asymptotically approaches the wall temperature. For
onstant wall heat flux, the fluid temperature increases with a
onstant temperature gradient along the channel length. As the
ydraulic diameter of the channel decreases, the convection heat
ransfer coefficient �htc� increases. Preliminary calculations
howed that for a microchannel with constant wall temperature
nd large htc, the fluid temperature becomes nearly equal to the
all temperature just downstream of the inlet. It was predicted

hat the exit fluid temperature would be equal to the wall tempera-
ure for all the laminar flow cases, so without local fluid tempera-
ure measurement capability, the experiment would yield little in-
ormation. For the case of constant wall heat flux, both the wall
nd fluid temperatures are increasing along the channel length.
he difference between the wall and bulk fluid temperature are
xpected to be dependent on the flow conditions and heat flux.

For fully developed incompressible flow, constant heat flux
oundary conditions are manifested by a constant temperature
radient of both the wall temperature and the bulk gas tempera-
ure. In this investigation, constant wall heat flux boundary con-
itions were attempted by setting the microchannel wall tempera-
ure gradient to a constant along the axis.

A schematic of the test stand is shown in Fig. 1. Experiments
ere conducted with pressurized nitrogen at the inlet. A needle
alve was placed downstream of the microchannel exit to raise the
utlet pressure above atmospheric pressure. The manifold shown
n Fig. 2 was built to interface the microchannel test section with
he required instrumentation and to provide the desired thermal
all conditions.
The heat transfer manifold was fabricated from a low thermal

onductivity plastic. The test section was placed with the glass
ide against the insulating manifold. A 12.5-mm-thick aluminum
late was held against the backside of the silicon and a 12.5-mm-

Fig. 1 Test stand for microchannel heat transfer experiment
hick acrylic plate covered the aluminum plate. The aluminum

20 / Vol. 129, MARCH 2007
plate served as the wafer retainer and the temperature control for
the microchannel. A temperature gradient was imposed in the alu-
minum plate by passing 18–20°C water through one channel and
90°C water through the other channel. A distance of 50.8 mm
separates the parallel channels. The acrylic plate insulated the top
side of the aluminum plate and the manifold insulated the bottom
side of the test section. As a result, a linear temperature distribu-
tion was set up in the aluminum plate and the test section between
the two water channels. There is close thermal contact between
the silicon wafer and the aluminum plate, so the test section takes
on the same temperature distribution as the aluminum plate.

Instrumentation. The gas pressure at the microchannel inlet
and outlet was measured with Omega PX811 pressure transducers.
The fluid temperature was measured at the microchannel inlet and
outlet as shown in Fig. 2. The sensors were bare wire type-T
thermocouples having a wire diameter of 25.4 �m and a junction
diameter of approximately 76 �m. Each bare wire thermocouple
was threaded through a 1.7-mm-diameter ceramic tube that has
two holes in it. It was found that conduction losses through the
wires away from the junction were significant compared to the
heat convected to the junction from the heated gas flowing out of
the microchannel. Therefore, a guard heater was mounted to the
fitting underneath the manifold through which the ceramic tube
passes. The guard heater raised the temperature of the thermo-
couple wires passing through the ceramic tubes, preventing con-
duction losses from the thermocouple junction.

Test Section Fabrication. The test section consists of a 100-
mm-diameter silicon wafer, in which a single microchannel and
18 side channels were etched to a nominal depth of 50 �m. Thin-
film resistors and leads were sputter deposited into the microchan-
nel and side channels. Then a glass plate was anodically bonded to
the silicon wafer. The thin-film leads extend past the edge of the
glass where they are connected to data acquisition wires. A photo
of a completed test section is shown in Fig. 3.

The microchannel and side channels were patterned onto a
�100� silicon wafer using a standard photolithography process.
The channels were wet etched into the silicon using KOH. The
etching was followed by thermal oxidation in an 1100°C furnace
to grow a thin layer of silicon dioxide on the bare silicon surfaces.
A second photolithography process was conducted by spin coating
a layer of polyimide liftoff resist �LOR� followed by positive pho-
toresist. A second photomask, with the RTD pattern, was aligned
with the first microchannel pattern and exposed to broadband ul-
traviolet �UV� light. After development and oxygen plasma clean-
ing, a 0.02-�m-thick �approximate� layer of chromium was sput-
tered onto the wafer, followed by a 0.9 �m layer of platinum 10%
rhodium. The chromium layer was necessary to promote adhesion
of the platinum alloy to the silicon dioxide surface. The liftoff

Fig. 2 Schematic of the heat transfer manifold, instrumenta-
tion, and boundary condition control
process was conducted in an ultrasonic bath to remove all metal
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xcept for the RTDs and leads. At this point in the fabrication
rocess, the silicon wafer has channels etched to a depth of ap-
roximately 50 �m; the bottom of the channels has the thin film
TD pattern of less than 1 �m thickness. Figure 4 shows a cross-
ection view of test section, in which the thin film location is at
he bottom of the etched channels. A top view shows the serpen-
ine pattern of each RTD. The line width of each RTD in the

icrochannel is 100 �m and the penetration through the micro-
hannel side wall is 150 �m for each side channel. Outside of the
icrochannel, the side channel line width is increased to

000 �m to decrease the electrical resistance of the leads.
The next step in the fabrication process was to characterize the
icrochannel dimensions. This was accomplished with a Sloan
ektak IIA mechanical profiling machine. Prior to measuring the
icrochannel dimensions, the Dektak was calibrated with a

0 �m NIST traceable calibration standard. Then, ten cross-
ection scans were obtained to give the average channel depth,
urface roughness, and width. After characterization of the micro-
hannel, a glass plate was bonded to the silicon wafer. The
0 mm�100 mm�3.175 mm glass plate had two holes drilled
hrough it �4.76 mm diameter, 30 mm apart� to mate with the inlet
nd exit ports of the microchannel. The glass plate was bonded to
he silicon wafer using an anodic bonding process at an approxi-

ate temperature of 400°C and 3 kV. After bonding the glass
late, the test section was subjected to a thermal annealing process
f 500°C for 10 h in a furnace. The purpose of the annealing step
as to remove dislocations from the thin films, which had the

ffect of increasing the thermal coefficient of resistance �TCR�
nd stabilizing the RTDs.

The platinum alloy in the side channels extends past the edge of

Fig. 3 Microchannel test section with nine thin film RTDs

Fig. 4 Thin film RTD concept: „a… cross-section vi

depth; and „b… top view showing the resistor pattern an

ournal of Heat Transfer
the glass plate for connection with data acquisition wires. A 1 �m
layer of copper was sputtered onto the platinum alloy to enable
soldering of the wires to the thin film leads. The electrical conti-
nuity of each RTD was tested through the wires to verify the
connections. The wires were secured to the silicon wafer with
epoxy to prevent the soldered connection from snapping off. The
side channels were also sealed with epoxy where they pass under-
neath the edge of the glass plate. A vacuum was applied to the
microchannel ports to draw the epoxy into the side channels. The
last step was a low temperature annealing process at 100–120°C
for 10 h to stabilize the electrical connection at the interfaces of
the platinum alloy and copper, and between the copper and solder.

RTD Calibration. Calibration was conducted on the heat trans-
fer manifold. The plumbing was reconfigured so that the hot water
from the circulation bath flowed through both ports in the alumi-
num plate. Since the aluminum and silicon have high thermal
conductivity and the aluminum plate and test section are insulated
all around, the temperature along the channel length was uniform.
The RTDs were calibrated against three type-T thermocouples
mounted on the back side of the silicon wafer at locations corre-
sponding to the inlet, midchannel, and outlet. The thermocouples
were the thin foil type with 12.5 �m thickness, and were made of
special limits of error wire having an uncertainty of ±0.5°C. A
conduction analysis indicated that for the calibration process, the
maximum temperature difference through the thickness of the sili-
con �between the thermocouples and RTDs� would be 0.01°C.
The calibration process consisted of setting the circulation bath
temperature, waiting for steady conditions, and recording the re-
sistance of each RTD and the three thermocouple temperatures.

The TCR for each RTD was determined by plotting the tem-
perature against the RTD resistance, and calculating a best fit
linear expression to the data. The TCR is calculated from the
slope of the curve and the resistance at a reference temperature

TCR = � 1

R�Tref�
�R�T� − R�Tref�

T − Tref
�1�

By rearranging Eq. �1�, the resistance of an RTD is related to its
temperature

R�T� = R�Tref��1 + TCR�T − Tref�� �2�

A calibration curve for RTD 1 is shown in Fig. 5. In this figure,
the average temperature of the three thermocouples is plotted
against the measured resistance of the RTD. The three thermo-
couple readings were all within 0.5°C of each other. The figure
shows that the correlation coefficient, R2, is nearly unity, which
indicates that the TCR is a constant over the 30–90°C tempera-
ture range of the calibration. The TCR for each RTD is listed in
Table 1 along with the resistance at the reference temperature of

showing the side leads sputtered at microchannel
ew

d the relative size of the resistors and leads
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0°C, the location of the RTD with respect to the microchannel
nlet, and the correlation coefficient.

xperimental Data
The thermal boundary conditions for the heat transfer experi-
ents were set up by flowing hot water �90°C� and cold water

18–20°C� through the passages of an aluminum plate. The result
as a constant temperature gradient in the microchannel test sec-

ion. The dimensions of the microchannel test section with the thin
lm RTDs were 50.47 �m height �981 �m width �25.03 mm

ength. The center to center spacing of the RTDs was 3.20 mm
nd the average RTD thickness was 0.94 �m. The true length of
he microchannel is measured as the minimum distance between
he two holes in the glass cap. The center of the first thin film RTD
s in the microchannel inlet port at the position x=−0.225 mm
rom the inlet.

Experiments were conducted by mounting the microchannel
est section into the manifold, setting the hot and cold water tem-
eratures, and setting the inlet gas pressure. A metering valve
ocated downstream of the test section was adjusted until the de-
ired downstream pressure was achieved. After steady conditions
ere established, the inlet and outlet pressure and temperature

Fig. 5 Calibration data a

Table 1 RTD location and calibration

TD
x

�mm�
R

�Tref�
TCR
�1/C� R2

−0.225 121.199 1.044�10−3 0.999
2.975 112.184 1.010�10−3 0.999
6.175 114.269 1.004�10−3 0.999
9.375 116.373 1.013�10−3 0.999

12.575 114.883 0.992�10−3 0.999
15.775 119.041 1.036�10−3 1.000
18.975 119.119 1.011�10−3 0.999
22.175 118.700 1.059�10−3 0.999
25.375 120.565 1.113�10−3 0.999
22 / Vol. 129, MARCH 2007
were measured along with the flowrate and the resistance of each
RTD. A typical wall temperature distribution measured by the thin
film RTDs is shown in Fig. 6. A linear curve fit of the nine RTD
measurements indicates that the wall temperature gradient was
dTw /dx=820°C/m. RTDs 2 and 3 have some minor deviation
from the straight line, but overall dTw /dx= constant and the cor-
relation coefficient, R2, is very close to unity. With respect to
measurement uncertainty, it is important to note that the wall tem-
perature gradient is described by all nine RTDs rather than a small
temperature difference measured between two adjacent RTDs. The
gas temperature measured at the outlet is assumed to be the stag-
nation temperature and U is the cross-section averaged velocity

Tstg = Tbulk +
U2

2Cp
�3�

The exit port of the microchannel has a cross-section area that
is over 600 times greater than the microchannel cross-section area.

linear curve fit for RTD 1

Fig. 6 Microchannel wall temperature measured by thin film
nd
RTDs

Transactions of the ASME
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he thermocouple at the exit is positioned in the exit port where
he gas velocity has effectively been reduced to zero.

After setting the wall temperature gradient with the hot and
old water, heat transfer tests were conducted at ten different gas
ow conditions. It was found that the Mach number becomes

arge at the microchannel outlet when the exit was maintained at
tmospheric pressure. A needle valve was installed downstream of
he microchannel to control the microchannel outlet pressure. By
ontrolling the inlet and outlet pressures, the Reynolds number,
e=G*Dh /�, was varied independent of the Mach number. The
ass flux, G, was determined by the volumetric flowrate, the den-

ity at the flowmeter, and the cross-section area of the microchan-
el, while the viscosity, �, was evaluated at the local film tem-
erature. For the ten flow conditions tested, the outlet Reynolds
umber was in the range 473�Re�1657 and the outlet Mach
umber was in the range 0.12�Ma�0.42. Summary data for
ach test are provided in Tables 2 and 3. For ease of comparison
ith analysis, the temperature is given in degrees Kelvin. The
ncertainty of the temperature measurement at the inlet and outlet
s 0.5 K.

Comparison of Experimental Data With a 2D Model. The
hin film RTDs have enabled direct measurement of the micro-
hannel wall temperature. Experiments were conducted at ten dif-
erent flow conditions in which the volumetric flowrate, the inlet
nd outlet fluid temperature and pressure, and the microchannel
all temperature were measured. At the present time, it is not
ossible to measure the gas temperature within the microchannel,
o measured fluid data are limited to the inlet and outlet. To better
nderstand the gas temperature as is flows through the microchan-
el, a two-dimensional �2D� numerical model was developed. The
odel uses the experimental measurements of inlet fluid tempera-

ure and pressure, wall temperature, and the outlet fluid pressure
nd flowrate to predict the temperature profile of the fluid along
he channel length. The model was validated by comparing the
redicted fluid temperature at the microchannel outlet to the mea-
ured fluid temperature.

2D Compressible Model. The two-dimensional model is based
n the arbitrary Lagrangian–Eulerian �ALE� method. The geom-

Table 2 Measured data for ten heat transfer tests

x.
o.

Pin
�kPa�

Pout
�kPa�

Tgas,in
�K�

Tgas,out
�K�

Tw,in
�K�

Tw,out
�K�

Mass flow
�kg/s�

234 101 308.1 341.7 322.2 342.7 4.912E-6
306 102 305.8 341.8 321.9 342.5 7.856E-6
312 196 307.5 342.0 322.7 343.0 5.921E-6
380 240 306.5 341.8 322.5 342.9 8.435E-6
448 288 305.5 341.3 322.4 342.7 1.113E-5
523 354 306.1 341.4 322.8 342.9 1.390E-5
589 439 305.4 341.2 322.7 343.0 1.461E-5
656 495 304.4 340.8 322.6 342.8 1.724E-5
525 425 306.4 342.0 322.9 343.3 9.529E-6

0 523 285 305.0 341.3 322.7 342.9 1.700E-5

Table 3 Calculated parameters for ten heat transfer tests

x. No. Reout Maout

473 0.26
756 0.42
569 0.16
811 0.19

1071 0.21
1336 0.21
1405 0.18
1657 0.19
915 0.12

0 1635 0.32
ournal of Heat Transfer
etry is assumed to be flow between parallel flat plates. The 2D
plane is divided into quadrilateral cells: 200 along the microchan-
nel length and 20 through the height. Additional details of the 2D
model formulation are available �15�. The velocity boundary con-
ditions were zero velocity at the microchannel wall. Two sets of
thermal boundary conditions were considered: both walls heated;
and one wall heated, one wall insulated. The results for these two
limiting boundary conditions provide a bound for the experimen-
tal data. The model input included the inlet temperature and pres-
sure, the outlet pressure, mass flowrate, and the microchannel wall
temperature to calculate the bulk and stagnation temperature along
the microchannel length.

First the model was compared against data for Test 9, which
had the lowest Mach number at the outlet �see Table 3�. The
velocity profiles are plotted in Fig. 7 for several cross sections
along the microchannel length. At the inlet, the velocity profile is
uniform in the y direction. The velocity vector includes a y direc-
tion component during the first 3 mm as the no slip boundary
condition is imposed at the wall and the velocity becomes fully
developed. The velocity profile remains fully developed along the
entire microchannel length until reaching the outlet. A contour
plot of the gas temperature is shown in Fig. 8 for the case of both
walls heated. The gas temperature at the upper and lower walls
takes on the prescribed temperature of the wall. The contours
show that for a given distance, x, along the channel, the gas tem-
perature is a minimum at the centerline where the velocity is a
maximum. The difference between the wall temperature and the
centerline temperature increases for x close to the outlet �as the
velocity increases�. The predicted bulk temperature and the stag-
nation temperature for Test 9 are plotted in Fig. 9 for the thermal
boundary conditions of two sides heated. The measured wall tem-
perature and the measured inlet and outlet gas temperatures are
also plotted in the figure. At the entrance, the bulk and stagnation
temperatures are the same since the velocity is small. As heat is
transferred to the gas, the gas expands and accelerates along the
microchannel length. The velocity increase causes some of the
thermal energy to be converted to kinetic energy. At the channel
outlet the difference between the stagnation temperature and the
bulk temperature is 1.74 K. The difference between the predicted
and measured stagnation temperature at the outlet is 0.35 K.

The two-dimensional model of Test 9 was also solved for the
thermal boundary conditions of one side heated, one side insu-
lated. A contour plot of the gas temperature is shown in Fig. 10.
The upper wall is the insulated surface with dT /dy=0 and the
lower wall has the prescribed temperature gradient, dTw /dx
=constant. From this contour plot it is seen that to support the
conditions of one side heated, one side insulated, the temperature
difference between the walls is on the order of 10 K. Although the
thin film RTDs were not located on the glass surface of the mi-
crochannel, a thin foil thermocouple was positioned on the exter-

Fig. 7 Velocity distribution for Test 9; both walls heated,
Reout=915, Maout=0.12

Fig. 8 Gas temperature contours for Test 9; both walls heated,

Reout=915, Maout=0.12
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al surface of the glass at x=12.5 mm. The measured difference
etween the external surface of the glass and the silicon surface of
he microchannel was 3.5 K. Since the glass has a low thermal
onductivity and a thickness of 3.175 mm, the temperature of the
lass surface of the microchannel is expected to be close to the
ilicon surface temperature. The predicted temperatures for Test 9
re shown in Fig. 11. For the one side heated case, the difference
etween the stagnation and bulk temperatures is still 1.74 K, how-
ver, the predicted stagnation temperature is 6.67 K below the
easured total temperature. The analysis of both boundary condi-

ion cases indicates that the experiment is closely represented by
he two sides heated boundary condition model.

The two-dimensional model was also compared to test data for
he higher Mach number flow of test 10 �Ma=0.32�. Velocity pro-
les are plotted at several cross sections along the microchannel

ength in Fig. 12. In this figure, the entrance length is seen to be
bout 3 mm since the y direction velocity is not present after x

ig. 9 Two-dimensional model prediction of stagnation and
ulk temperatures for Test 9; both walls heated, Reout=915,
aout=0.12

ig. 10 Gas temperature contours for Test 9; one side heated,
eout=915, Maout=0.12

ig. 11 Two-dimensional model prediction of stagnation and
ulk temperatures for Test 9; one wall heated, one insulated,

eout=915, Maout=0.12

24 / Vol. 129, MARCH 2007
=3 mm. The gas temperature contour for the case of two sides
heated for Test 10 is shown in Fig. 13. This figure clearly illus-
trates the enhanced temperature gradient in the y direction due to
the higher velocity. The gas temperature at the centerline of the
channel is 15–20 K less than the wall temperature. The figure
also previews the challenge of local gas temperature measure-
ment. Precise control of the sensor location in the y direction will
be necessary to resolve the temperature gradient. The predictions
of bulk and stagnation temperature for the two sides heated case
are presented in Fig. 14. For Test 10, the average velocity in-
creases from 59 to 119 m/s along the channel. The model predicts
the difference between the stagnation and bulk temperatures to be
11.4 K. The predicted stagnation temperature at the exit was
found to be within 0.1 K of the measured temperature.

The model also predicts the temperature profile for the case of
one side heated, one side insulated. A contour plot of the gas
temperature is shown in Fig. 15. From this figure it is seen that for
a given cross section the gas temperature at the insulated surface
is 15–20 K less than at the heated surface. At the outlet this
difference is greater than 20 K. At x=12.5 mm, the temperature
measured on the external surface of the glass was 329.0 K. The
microchannel wall temperature measured by the thin-film RTDs at
x=12.5 mm was 332.8 K. This difference of 3.8 K is across the
microchannel and the thickness of the glass. The temperature dif-
ference between the two surfaces of the microchannel is not
15–20 K.

The predicted bulk and stagnation temperatures are plotted in
Fig. 16 along with the measured wall temperature and the gas
temperature at the inlet and outlet. As the Mach number increases

Fig. 12 Velocity profiles for Test 10; both sides heated, Reout
=1635, Maout=0.32

Fig. 13 Gas temperature contour for Test 10; both sides
heated, Reout=1635, Maout=0.32

Fig. 14 Two-dimensional model prediction of stagnation tem-
perature and bulk temperature for Test 10; two sides heated,

Reout=1635, Maout=0.32
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o 0.32 at the outlet, the difference between the stagnation and
ulk temperatures grows to 11.2 K. However, the difference be-
ween the measured outlet temperature and the predicted stagna-
ion temperature is 9.4 K. Comparison of the measurements with
he two-dimensional model results for the higher Mach number
ase of Test 10 indicates that the two sides heated assumption is
epresentative of the experiment, and does not support the one
ide heated, one side insulated assumption.

The two-dimensional model was solved for each of the ten
xperiments using both thermal boundary condition sets. Except
or the first two experiments, application of the two sides heated
oundary conditions resulted in prediction of the stagnation tem-
erature within 1°C of the measured exit temperature. The model
esults for the one side heated, one side insulated consistently
redict a lower stagnation temperature than was measured at the
icrochannel exit.
For Tests 1 and 2, the predicted stagnation temperature at the

xit exceeds the wall temperature �see Figs. 17 and 18�. These two
ests have relatively high Ma at the exit. �0.44 and 0.28, respec-
ively�. Yet, in Test 10, which has Ma=0.34 at the outlet, the
redicted stagnation temperature at the outlet is lower than the
all temperature. In Figs. 19 and 20, Ma is plotted against x for

ach of the ten tests. The gradient of Ma is larger at the exit for
ests 1 and 2 than it is for the other tests. However, at this time

he authors are still investigating the reason why Tstg�Tw at the
xit for the model predictions but not for the experimental mea-
urements.

Local Heat Transfer Quantities. In the previous section, the
wo-dimensional model results were validated by comparison with
xperimental measurements of the outlet stagnation temperature.
he next step is to use the model to calculate the Nusselt number

or the experiments. However, since heating along the microchan-
el caused not only the fluid temperature to increase, but also the
ow velocity to increase, it appeared that the convection heat

ransfer coefficient, htc, must account for the heat transferred into
inetic energy. The heat transfer literature for high-velocity flows

ig. 15 Gas temperature contour for Test 10; one side heated,
eout=1635, Maout=0.32

ig. 16 Two-dimensional model prediction of stagnation tem-
erature and bulk temperature for Test 10; one side heated,

eout=1635, Maout=0.32

ournal of Heat Transfer
on external surfaces ��13,14�, pp. 370–387�, suggests that if the
bulk fluid temperature is replaced by the adiabatic wall tempera-
ture in the equation for heat flux, the Nusselt number correlations
for incompressible flow can be used for compressible flow

Fig. 17 Two-dimensional model prediction of stagnation and
bulk temperatures for Test 1; two sides heated, Reout=473,
Maout=0.26

Fig. 18 Two-dimensional model prediction of stagnation and
bulk temperatures for Test 2; two sides heated, Reout=756,
Maout=0.42
Fig. 19 Local Mach number for Tests 1–5
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q̇� = htc�Tw − Taw� �4�
here

Taw = T� + rc

U�
2

2Cp
�5�

The adiabatic wall temperature in Eq. �5� is defined for external
ow, in which T� and U� are independent of the wall conditions.
aw is similar to the stagnation temperature except for the pres-
nce of the recovery factor, rc. For external flow, numerical solu-
ion has shown that rc��Pr�1/2. It is proposed to apply Eq. �5� to
nternal flow by replacing Taw with Tref , T� with Tbulk, and U�

ith U, the cross-section averaged velocity. For internal gas flow
ith heat transfer, Tbulk and U change along the channel length

Tref = Tbulk + rc
U2

2Cp
�6�

ombining Eqs. �3� and �6�, an expression for rc is found

rc =
Tref − Tbulk

Tstg − Tbulk
�7�

Using the new reference temperature, Eq. �4� is rewritten

q̇� = htc�Tw − Tref� �8�
A dimensionless parameter was sought to correlate the model

esults and a generalized Nusselt number for internal compressible
ow. In a way similar to entrance length theory, a dimensionless
uantity, X* was defined

X* = � x

2H
�� Ma2

Re Pr
� �9�

Local values of Tref were calculated from Eq. �8� using htc
efined from the fully developed value of Nu �8.235 for two walls
t constant heat flux; 5.385 for one wall heated, one wall insu-
ated�. Then, local values of rc were calculated from Eq. �7�. For
hermal boundary conditions of two sides heated, a correlation for
c is proposed which is dependent on X*

rc = 0.674 − 0.427e−151.6X*
�10�

Figure 21 shows rc plotted against X* for each of the ten test
onditions. As X* increases, rc approaches 0.674 and Nu ap-
roaches 8.23, the value of Nu for incompressible flow and uni-
orm wall heat flux. The local Nu is plotted against X* for each
est case in Fig. 22. The figure shows that after the entrance re-
ion, the Nu approaches 8.23.

Fig. 20 Local Mach number for Tests 6–10
Although the experimental data are best represented by the

26 / Vol. 129, MARCH 2007
model for two sides heated, the model results were also available
for the case of one wall heated, one wall insulated. The Nusselt
number for incompressible flow and one surface at constant heat
flux, the other surface insulated, is 5.385. A correlation for the
recovery factor was defined such that Nu approaches 5.385 as X*

increases

rc = 0.578 − 0.578e−146.3X*
�11�

As X* increases, rc approaches 0.578 and Nu approaches 5.385.
The local Nu is plotted against X* for each of the ten cases in Fig.
23.

Discussion
In each of the ten experiments, gas entered the microchannel at

a temperature that is 14–18 K lower than the wall temperature. In
the thermal entrance region �approximately 0.005 m� the bulk and
stagnation gas temperatures rise rapidly toward the wall tempera-
ture. After the entrance region the stagnation temperature of the
gas increases at the same rate as the wall temperature. In general,
an increase in the mass flow rate causes a decrease in the tem-
perature difference, Tw−Tstg. High Ma at the outlet also causes a
decrease in Tw−Tstg. Table 2 shows that in each experiment, the
wall temperature was measured to be 322–323 K at the inlet and
343 K at the outlet, with dTw /dx=constant along the channel
length. The mass flow, Re, and Ma were different for each test, but

Fig. 21 Recovery factor plotted against X* for two walls heated
boundary conditions

Fig. 22 Local Nu plotted against X* for two wall heated bound-

ary conditions
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he gas temperature measured at the outlet was consistently
41–342 K, just below the wall temperature. The computational
odel provides the gas temperature profile between the measure-
ents at the inlet and the outlet.
The correlations developed for rc and Nu will be useful to the
icroelectromechanical system �MEMS� designer for predicting

he heat transfer for flow through channels with similar thermal
oundary conditions. The two-dimensional model �or a one-
imensional model� can be set up to calculate local values of Re,
a, and Nu along the length of the channel, if the inlet flow

onditions and the wall temperature distribution is known
15–17�.

onclusions
The primary objective was to develop a sensor for direct mea-

urement of the microchannel wall temperature. This objective
as met and demonstrated for a series of heat transfer experi-
ents. A microchannel test section was fabricated with nine thin-
lm RTDs located directly on the microchannel surface. The effort

ncluded development of the fabrication process and integrating
he sensors into a microchannel test section.

A test stand was designed to conduct heat transfer tests with
ompressible gas flow through microchannels. The test stand im-
oses the thermal boundary conditions of constant temperature
radient in the wall. A series of ten heat transfer tests was con-
ucted with laminar gas flow over a range of Ma�0.42. For in-
ompressible flow, constant heat flux manifests itself in by con-
tant temperature gradient in the wall. For compressible flow, the
hermal boundary conditions of constant wall temperature gradi-
nt do not necessarily result in constant wall heat flux. Since the
as temperature measurement was limited to the inlet and outlet, a
wo-dimensional model was developed to determine local quanti-
ies of heat flux, Nu, Ma, and Re.

The model results were found to accurately predict the mea-
ured outlet temperature and confirmed the boundary condition
ssumption of two sides heated rather than one side heated, one
ide insulated. High speed convection heat transfer theory for ex-
ernal flow was applied to this internal flow and heat transfer
cenario. A reference temperature was defined for the internal flow
ondition, which is analogous to the adiabatic wall temperature
or external flow. Further, a dimensionless distance along the
hannel, X*, was defined, such that a generalized expression for
u could be developed. For the case of two walls heated and the

ase of one wall heated, one wall insulated, correlations for the
ecovery factor were determined so that the incompressible, fully
eveloped value of Nu can be used to define heat transfer in
ompressible internal flow. For large X*, the recovery factor ap-

ig. 23 Local Nu plotted against X* for one wall heated, one
all insulated boundary conditions
roaches Pr.
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Nomenclature
c � speed of sound in fluid =��*R*T�1/2 �m/s�

Cp � specific heat at constant pressure �J /kg K�
Dh � hydraulic diameter �m�
G � mass flux � 	*U �kg/m2�
H � microchannel height �m�
f � friction factor

htc � convection heat transfer coefficient �W/m2 K�
k � thermal conductivity �W/m K�

Kn � Knudsen number =
 /H
L � microchannel length �m�

Ma � Mach number =U /c
Nu � Nusselt number =htc*k /Dh

P � pressure �kPa�
Pr � Prandtl number
rc � recovery factor

R2 � correlation coefficient for least squares curve
fit

Re � Reynolds number =G*Dh /�
RTD � resistance temperature device

T � temperature �K�
TCR � thermal coefficient of resistance

u � local velocity in x direction �m/s�
U � cross-section averaged velocity in x direction

�m/s�
W � microchannel width �m�
x � axial distance from microchannel entrance �m�

X* � dimensionless distance along the microchannel
length =�x /2H��Ma2� / �Re Pr�

q� � heat flux �W /m2�

Subscripts
aw � adiabatic wall
ref � reference
stg � stagnation
w � wall

Greek Symbols
� � Height of surface roughness features �m�

 � Mean free path of gas �m�
� � viscosity
	 � Density �kg/m3�
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Raman Thermometry of
Polysilicon Microelectro-
mechanical Systems in the
Presence of an Evolving Stress
In this work, the use of Raman Stokes peak location and linewidth broadening methods
were evaluated for thermometry applications of polysilicon microheaters subjected to
evolving thermal stresses. Calibrations were performed using the temperature depen-
dence of each spectral characteristic separately, and the uncertainty of each method
quantified. It was determined that the Stokes linewidth was independent of stress varia-
tion allowing for temperature determination, irrespective of stress state. However, the
linewidth method is subject to greater uncertainty than the Stokes shift determination.
The uncertainties for each method are observed to decrease with decreasing temperature
and increasing integration times. The techniques were applied to mechanically con-
strained electrically active polysilicon microheaters. Results revealed temperatures in
excess of 500°C could be achieved in these devices. Using the peak location method
resulted in an underprediction of temperature due to the development of a relative com-
pressive thermal stress with increasing power dissipation. �DOI: 10.1115/1.2409996�

Keywords: Raman spectroscopy, MEMS, thermometry, thermal stresses
ntroduction

Motivation. Recent developments in microelectromechanical
ystems �MEMS� and nanomaterials have intensified the develop-
ent of high spatial resolution thermometry techniques capable of

ielding absolute temperatures. This has been especially true for
hermal MEMS, a class of microdevices whose function relies on
he control and manipulation of temperature for reliable operation.
or example, devices such as polysilicon microheaters, thermal
ctuators, and microhotplates may easily reach temperatures in
xcess of 300°C �1–6�. In addition, recent research has shown the
bility to perform localized chemical vapor deposition �CVD� of
anomaterials on microheaters which reach temperatures in ex-
ess of 800°C �7,8�. Heated atomic force microscopy devices
ave also been used as thermal switches in thermal dip pen nano-
ithography and thermal data storage and possess small heated
egions which are difficult to discern using techniques such as
nfrared spectroscopy �9–11�. In all of these cases, the critical
imensions for temperature measurements can be 10 �m or
maller. The combination of this size range and the calibration of
hermal metrology technique over such broad temperatures make
bsolute temperature measurements challenging.

In general, temperature measurements in microdevices can be
erformed using both optical and electrical temperature sensors.
f the technologies which exist to measure temperature, optical
ethods are preferred due to their nonintrusiveness and potential

or high spatial resolution. An excellent detailed review of these
ptical techniques is provided by Zhang �12�.

Of the many techniques which exist, Raman spectroscopy has
een demonstrated as an excellent candidate for measuring steady
tate temperatures in Si MEMS and semiconductor devices over
road temperature ranges because it provides high spatial resolu-
ion and an absolute temperature measurement that does not suffer

1Corresponding author.
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eived May 31, 2006. Review conducted by Suresh V. Garimella.

ournal of Heat Transfer Copyright © 20
from uncertainty in surface optical properties, which plague other
optical thermometers for MEMS. The Raman technique, which
uses a visible light source to induce the light scattering process,
can provide spatial resolutions of order 1 �m when considering
far field diffraction limitations. Most measurements require pho-
ton collection times on the order of seconds, thus only steady-state
temperature mapping is generally implemented when using micro-
Raman spectrometers.

While Raman spectroscopy has yielded absolute temperature
measurements in microdevices, the combined effects of tempera-
ture and stress has remained largely unexplored. For application to
polycrystalline Si-based microdevices, residual stresses are often
encountered due to the CVD growth process combined with the
inhomogeneous multilayer films involved. These stresses are ex-
pected to evolve with temperature changes in the devices, which
may affect the accuracy of Raman thermometry, depending on the
methodology used.

In this work, an investigation of Raman thermometry using the
Stokes peak location and linewidth �full width at half maximum
�FWHM�� is presented. A detailed study was performed to cali-
brate and quantify the uncertainties of the two test methods as a
function of temperature and stress. Based on these results, insight
into the relative merits of each technique is given. Due to the
insensitivity of the linewidth technique to stress evolution in sili-
con, a comparison between the two test methods was made to
observe the effects of stress evolution in polysilicon microheaters
on the Stokes peak location temperature measurements.

Raman Spectroscopy. The Raman effect is a result of the in-
elastic scattering of photons which exchange energy by interacting
with the allowed atomic vibrations or rotations of the probed ma-
terial. In the case of silicon, the photons scatter due to their inter-
action with quantized lattice vibrations �phonons�. The result is a
frequency shift of the scattered photon to longer wavelengths
�Stokes shift, energy loss� or shorter wavelengths �anti-Stokes
shift, energy gain� �12�. The temperature dependence of this fre-
quency shift arises from the anharmonicity of the interatomic po-
tentials in the Si-Si bonds. It is possible to obtain the temperature

from the Raman spectra through the ratio of the Stokes to anti-
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tokes intensities, by the magnitude of the Raman Stokes fre-
uency shift, or changes in the FWHM �or linewidth� of the
tokes signature. This increase in linewidth occurs with higher

emperature due to increased optical phonon relaxation rates.
The method of using the Stokes to anti-Stokes intensities to

etermine temperature has been widely utilized �12–16�. The anti-
tokes intensity increases relative to the Stokes intensity with in-
reasing temperature due to the increased population of phonons
n available states. This method is inherently independent of stress
nd yields accurate temperature measurements in microdevices at
ow to moderate temperatures. In contrast to the ratio technique,

ethods which utilize only the Stokes spectral information yield
uch shorter integration times for mapping temperature due to the

trong Stokes scattering effect. While solid state modeling has
hown that the Stokes shift is a nonlinear function of temperature
etween 5 and 1400 K, a linear assumption for the relationship in
I is highly accurate between 300 and 1273 K �13,17�. Thus, the
tokes peak location method has no change in sensitivity over the

ypical range in which most silicon MEMS devices are probed.
hile the linear dependence of the Stokes shift to temperature is

ttractive for calibration purposes, the shift is also a linear func-
ion of stress. Thus as temperature changes, the stress in

ultilayer electronics and MEMS devices may also evolve with
oth effects being convoluted into the single Stokes peak location
easurement. For silicon, the linear coefficient for the Stokes

hift with stress ��� is on the order of 3.6 cm−1/GPa while the
emperature coefficient �CStokes� is on the order of 0.024 cm−1/K
17�. If stress effects are ignored in performing Stokes shift tem-
erature measurements, this implies that a change in residual
tress of 10 MPa would result in 1.5 K error without consider-
tion of other measurement uncertainties. Beyond using the
tokes peak position, the Stokes linewidth may also be used for

emperature determination. However, very little research has been
erformed on the use of this technique for thermal metrology and
he effect of stress on its accuracy.

In this current work, an analysis of both the Stokes peak shift
nd linewidth measurement is presented. This study includes an
ncertainty analysis as well as measurements on unreleased poly-
ilicon microheaters with appreciable residual stress. In doing so,
he impact of residual stresses in temperature measurements and
he viability of using only characteristics of the Stokes spectral
and were analyzed.

xperiment

Sample Preparation. In this study, polysilicon MEMS micro-
eaters were measured using Raman spectroscopy. The devices
onsisted of phosphorous doped polysilicon with dimensions of
0 �m wide�200 �m long�2.2 �m thick on 3.9 �m of
lasma-enhanced CVD �PECVD� oxide which was supported by a
00-�m-thick silicon wafer �Fig. 1�. Dopants were ion implanted
ith a final concentration of 1020 atoms/cm3. Details of the de-
ice fabrication can be found elsewhere �18�. In order to introduce
arge stress variations in the beams, the devices were utilized
ithout releasing them from the underlying PECVD oxide layer
hich constrained the deformation of the polysilicon heaters. The

amples were annealed at 900°C to stabilize the polysilicon mi-
rostructure for 4 h before testing. This is annealing step was an
dditional processing step added to the procedure previously re-
orted in Ref. �18�. Based on Raman spectroscopy a large residual
ompressive stress ��250 MPa� was present in the microheaters
t room temperature.

Measurements. A Renishaw InVia Raman microscope with
80 deg backscattering geometry was used for all measurements
n this study. With a spectrometer focal length of 250 mm and a
iffraction grating with 3000 lines/mm, a spectral dispersion of
.91 cm−1/pixel is realized when a slit width of 65 �m is utilized.
ecause the minimal instrument-dependant linewidth of silicon is

−1
.5–4.0 cm at room temperature, this resolution is sufficient to

30 / Vol. 129, MARCH 2007
detect Stokes peak shifts within ±0.057–0.1 cm−1 using peak fit-
ting software. A slit width of 65 �m provides sufficient detection
capabilities with maximum signal levels at the expense of some
spectral resolution. The 488 nm Ar+ laser beam was set to a
sample power 45.4 �W as measured by a Newport Model 840-C
optical power meter. This laser power ensured there was no Stokes
peak shift due solely to laser heating. A 100� objective with a
numerical aperture �NA� of 0.75 was used to focus the probe laser
beam and collect the Raman signature of the polysilicon. This
objective resulted in a spot size of 1.0 �m.

To calibrate the dependence of the Stokes response with tem-
perature, Raman spectra were taken on a polysilicon film between
room temperature and 1000°C using the method described in Ref.
�18�. The sample was heated in a controlled environmental stage
�Linkham THMS 1500� in increments of 100°C up to 1000°C.
Twenty spectra were taken at each temperature step, and the mean
Stokes peak frequency position and linewidth were found. Stokes
peak position and linewidth data were plotted against temperature
utilizing a linear and parabolic fit model, respectively.

To calibrate the effects of stress on the Stokes spectral response,
polysilicon films were tested under four point bend loading at
room temperature as described in Ref. �17�. From the Raman
spectra taken during the bend tests, both the peak position and
linewidth were determined as a function of stress between −300
and 300 MPa.

Once the calibrations were determined, an in-depth comparison
of temperature measurements based on Stokes frequency and line-
width was performed. The measurements were performed on the
center of a microheater as a function of device power dissipation.
To power the microheater, a sense resistor of approximately
100 � was placed in series with the device to protect it from
thermal run away effects and connected to a Keithley 2400 source
meter. The dc power source was incremented in 1 V steps during
measurements, from 0 to 15 V sourced. Twenty spectra with at
least 2500 peak photoelectron counts were taken at each power
setting and temperatures were calculated based on both line-
position and linewidth estimates from the Raman spectra.

Results and Discussion

Experimental Results. The calibration of the Stokes peak lo-
cation with temperature is shown in Fig. 2. The peak location of
the Raman resonance associated with the triply degenerate first-
order optical phonon in Si was approximated as a linear function
of temperature across the entire tested range with a slope of
CStokes=−0.0232±0.0002 cm−1/ °C. Following this linear fit, Eq.
�1� can be used for a simple temperature calculation, based on a

Fig. 1 Layout showing the sample used for temperature mea-
surements in this study. The sample consists of a polysilicon
microheater beam on a thick PECVD silicon dioxide on bulk
silicon. Constraint in the movement of the microheater from the
oxide layer is used to induce stress variations in the device.
reference Stokes frequency, found at room temperature

Transactions of the ASME
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T = Tambient −
�ambient − �measured

CStokes
�1�

ere T is the device temperature; �ambient is the reference Stokes
eak location at Tambient �the reference temperature�; and �measured
s the Stokes peak location of spectra acquired from the powered
evice.

Upon investigation of the stress calibration data �17�, it was
etermined that the linewidth was unaffected by applied stress for
ll polysilicon samples as well as a single-crystal silicon refer-
nce. As seen in Fig. 3, the linewidth data are scattered about its
ean by roughly ±0.055 cm−1 across the entire stress range mea-

ured. This is well within the 2� uncertainty of the roomtempera-
ure linewidth data and implies that linewidth technique may be
tilized: �1� for stress independent temperature measurements or
2� to determine the relative change in stress in devices when
ombined with stress-dependent methods like the Stokes peak
ocation.

The temperature calibration of the Stokes linewidth is shown in
ig. 4 from room temperature to 1000°C. A parabolic fit to the
alibration data in the form of Eq. �2� is shown, where � is the
tokes linewidth

��T� = AT2 + BT + C �2�

arameters A, B, and C were found as 4.605E-6, 0.008011, and
.258, respectively, from the data fit and used for the calculation
f device temperature by solving the ensuing quadratic equation.
oth line-positions and linewidth temperature calibrations yielded
correlation coefficient of greater than 0.99 using their respective
ts.

Uncertainty Analysis. The uncertainty of the peak location and
inewidth estimators are found in Tables 1 and 2, respectively.
ased on these results, the linewidth temperature uncertainty is

oughly a factor of 12 times greater than that of the Stokes peak
osition at room temperature for a single measurement and a fac-
or of 8 times greater at 510°C. A clear trend favors the narrow
eaks associated with a lower sample temperature and higher peak
ntensity for determining both Stokes peak location and linewidth.
he data also show that within each measurement technique, the
ncertainty is larger at higher temperatures than at lower tempera-
ures. The larger uncertainty at elevated temperatures can be at-
ributed to asymmetric peak broadening of the signal which makes
eak fitting more difficult. By recording consecutive scans, both
ata uncertainties may be further reduced as a function of the

ig. 2 Calibration of Stokes peak location for phosphorous
oped polysilicon
umber of measurements in a set, N, shown by Eq. �3�

ournal of Heat Transfer
y =
2�

�N
�3�

From these uncertainty data, there is a tradeoff between signal
integration time and reduced uncertainty. Also, the use of the
Stokes linewidth requires significantly more measurements in or-

Fig. 3 Effect of stress on the linewidth of doped polysilicon
„top…. The scatter of the linewidth with stress is far less than the
measurement uncertainty. The effect of stress on the Stokes
peak location results in a linear shift with applied stress
„bottom….

Fig. 4 Linewidth calibration of phosphorous doped polysili-
con which displays a quadratic behavior over the temperature

range shown.
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er to reduce measurement uncertainty in any case.
To estimate total uncertainty of either the linewidth or peak

ocation methods, the contributions from instrument drift, calibra-
ion fitting, and spectrum curve fitting were each considered. A

ore detailed description of the source of these uncertainties can
e found in Ref. �19� and their values are summarized in Table 3.
o calculate the uncertainty of the linewidth method, a relative
hange in linewidth was used to estimate the temperature with the
eference value being the linewidth at room temperature
4.23 cm−1�. The uncertainty in determining the reference line-
idth was determined from the statistical distribution of 20 ex-
erimental measurements. In a similar manner, the room tempera-
ure reference for Si ��520.5 cm−1� and its uncertainty were
etermined as well. The uncertainty from the calibration curve fit
as determined from the 95% confidence interval on the fitting
arameters. For the peak location method, uncertainties due to
tress evolution were not included. The effect of stress on the

able 1 Uncertainty of the Stokes peak position estimator for
single measurement

Sample
temperature

�°C�

Stokes frequency

Signal
�photoelectron

counts�
2 �

�cm−1�

Contribution to
temperature
uncertainty

�°C�

3 2500 0.0641 2.76
5000 0.0617 2.65

10,000 0.0266 1.14
10 2500 0.1317 5.67

5000 0.1294 5.57
10,000 0.0923 3.97

able 2 Uncertainty of the Stokes linewidth estimator for a
ingle measurement

ample
emperature
°C�

Stokes linewidth

Signal
�photoelectron

counts�
2 �

�cm−1�

Contribution to
temperature
uncertainty

�°C�

3 2500 0.2704 32
5000 0.2508 30

10,000 0.1112 14
10 2500 0.5831 46

5000 0.5234 41
10,000 0.3547 28

Table 3 Contribution to single measureme

Source of
uncertainty

Uncertainty
type

Accuracy of
Stokes peak
position

Precision

Reference
uncertainty

Bias

Calibration curve fit Bias

±0
±
±

32 / Vol. 129, MARCH 2007
measurement is accounted for by comparison with the linewidth
data.

Figure 5 shows a plot of the total temperature uncertainty for
the two techniques using a vector summation of the single mea-
surement uncertainties followed by Eq. �3� with N=20 experimen-
tal realizations. The data show that the linewidth uncertainty in-
creases much more rapidly with increasing temperature than peak
location temperature measurements, ranging from ±7 °C near
room temperature to ±18°C at 500°C. The quantification of these
uncertainties as a function of temperature is applied to all mea-
surements made in the subsequent sections.

Device Measurements. Raman Stokes peak position measure-
ments of an unpowered micro-heater revealed a peak position of
�ambient=521.4 cm−1. Using the calibration factor of �
=3.6 cm−1/GPa, the indicated a large compressive stress on the
order of 250 MPa. Temperature measurements were made by
measuring relative Stokes shifts from 521.4 cm−1 as opposed to an
absolute value reference of 520.5 cm−1 which is known for bulk
Si without stress. By making our measurements relative to
521.4 cm−1, the superposition of any tensile or compressive
stresses relative to the unpowered state can be readily observed.
Figure 6 compares the peak-location and linewidth-based tem-
peratures from the center of a microheater. Data show a linear
increase with power up to temperatures on the order of 500°C.
Measurements by the two methods are within 8% of each other
across the entire power dissipation range �0–552 mW�. The maxi-
mum temperature difference between the two methods was found

emperature uncertainty from other sources

Uncertainty
�cm−1�

Equivalent
temperature
uncertainty

±0.055 cm−1 at 300 K
±0.095 cm−1 at 700 K

±2.3 K at
300 K

±4.1 K at
700 K

0.22 cm−1 �peak location�
±0.115 cm−1 �linewidth�

±9 K
±13 K

0.01 cm−1 at 300 K �peak
location�

cm−1 at 800 K �peak location�
14 cm−1 at 300 K �linewidth�
5 cm−1 at 800 K �linewidth�

±0.43 K
±4.3 K
±13 K
±66 K

Fig. 5 Estimated measurement uncertainty as a function of
temperature from all sources. The uncertainty is based on a
vector summation of the individual contribution to uncertainty
and then taking 20 samples to reduce the single measurement
uncertainty according to Eq. „3….
nt t

±

±

.1
0.1
0.8
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o be 31°C at 552 mW. Based on Fig. 5, we expect the uncer-
ainty of the linewidth method to be ±18°C and ±2.3°C for the
eak position. Thus, the deviations between the methods are
reater than the measurement uncertainty. The Stokes peak loca-
ion method underestimated the temperature at the center of the

icroheater when compared to that of the linewidth. Recalling
hat the linewidth method is insensitive to stress, this difference in
emperature may be attributed to changes in stress in the devices
ue to heating. The presence of a lower temperature from the
tokes peak-location method is indicative of a developing com-
ressive stress in the polysilicon device relative to the unpowered
tate, consistent with the device deformation. The localized heat-
ng of the beam will cause thermal expansion in the polysilicon

icroheater which is constrained by the underlying thermal oxide.
he constraints from the oxide layer �having a lower coefficient of

hermal expansion� places a compressive stress on the polysilicon
elative to its stress state at zero power dissipation. Based on the
aman data, the maximum estimated superimposed compressive

tress is approximately 200 MPa which is estimated by Eq. �4�

� = �Tpeak�location − Tlinewidth��CStokes

�
� �4�

owever, the maximum uncertainty in the linewidth measurement
s ±18°C �Fig. 6� which results in an equivalent stress uncertainty
f ±110 MPa which is very large. To reduce this uncertainty, the
umber of photoelectron counts �integration time� or the number
f experimental measurements should be increased to improve
emperature measurement accuracy of the linewidth measurement.
y simply using N=40 realizations and a photoelectron count of
000, the stress uncertainty will be reduced to ±30 MPa. While it
s feasible to automate and analyze the collection of large Raman
ata sets, it remains difficult to determine the exact components of
he stress tensor. In general, an assumption of the stress state �e.g.,
iaxial� must be made in order to estimate the stress levels. As-
umptions of biaxial stress states are generally consistent with
any multilayer thin-film MEMS devices. Complete determina-

ion of the stress tensor in a polycrystalline silicon sample cannot
e made without such assumptions. Off-axis polarized Raman
easurements may yield more details of the stress state when

pplied to single crystalline Si since this configuration can detect
he breakup of the triply degenerate optical phonons which is
tress state dependent �20�.

To measure the spatial temperature distribution, power was dis-
ipated in the device to yield an approximate temperature of
50°C at the beam center. Spectral measurements were repeated

ig. 6 Temperature at the center of a microheater as a func-
ion of power dissipated. When comparing the Stokes and line-
idth techniques, a thermally induced compressive stress was

ealized.
wice with N=20 realizations at each point along the beam from

ournal of Heat Transfer
the anchor pad �x=0� to the beam’s center �x=100 �m�. Measure-
ments 5 �m apart were probed near the anchor pad where a large
temperature gradient was expected. The spacing between mea-
surement points was increased to 10 �m closer toward the beam
center where greater temperature uniformity was seen. The analy-
sis of the data gave insight into temperature and thermal stress
behavior, both across the beam length for a given power and at the
beam center as function of power.

Figure 7 shows a comparison of the temperature distribution
using the two measurement techniques on a microheater dissipat-
ing 322.15 mW. The data indicate comparable temperatures be-
tween the two measurement techniques near the anchor pads
where the temperatures are the lowest and the change in stress is
the smallest. Moving toward the center of the beam, the differ-
ences between the two methods becomes very apparent being on
the order of 33°C at the beam center. This difference is greater
than the ±15°C uncertainty difference between the two measure-
ment techniques. The temperature distribution shows the develop-
ment of a superimposed compressive stress near the center of the
beam in the region of maximum temperature. Again, this behavior
is consistent with the constraints of deformation on the heated
beam and clearly shows that the use of the Stokes peak location
and linewidth methods can reveal both temperature and regions of
stress evolution.

Conclusions
This work has shown the ability to use Raman spectroscopy for

the measurement of absolute temperature in doped polysilicon
MEMS devices by using both spectral frequency and linewidth.
Both methods are rather straightforward in calibration without the
need of knowing surface optical properties. The Stokes peak lo-
cation and linewidth methods showed relatively good agreement
for the devices measured in this study. However, the small differ-
ences �within 8% of each other� were consistent with the devel-
opment of an evolving compressive stress due to constrained de-
formation in the heated beams. Such differences have been seen
when devices are subjected to a developing tensile stress. In this
case, the Stokes peak position temperature overpredicts the tem-
perature in contrast to what is seen in this current study. It should
be noted that the stress levels exhibited in the device configura-
tions in the work are an extreme case when compared to thermal

Fig. 7 Temperature distribution of a fixed–fixed microheater
using half-symmetry. A comparison of the Stokes and linewidth
calibration is seen, revealing good agreement near the bond
pad „distance=0 �m… and a significant difference at the beam
center „distance=100 �m…. The measured temperature differ-
ence „33°C… is greater than the ±15°C uncertainty between the
two measurements at 400°C. This difference suggests the
presence of a compressive stress in the device.
MEMS devices which exist as released structures, having more

MARCH 2007, Vol. 129 / 333
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reedom to expand under thermal loading �e.g., thermal actuators,
icrohotplates, etc.�. Overall, the peak location method has a

ower uncertainty than the linewidth measurement procedure and
hould be sufficient for mapping devices where changes in stress
re small. In regions of large temperature changes, however, com-
arisons with the two methods can reveal both some aspects of the
ature of the stress as well as improved temperature accuracy. The
resent method clearly shows that the evolution of stress can af-
ect the Stokes peak location method while providing insight into
he development of compressive stresses. The uncertainties of the

ethods can be reduced by using longer integration times and/or
ollecting a large number of data points. The integration times
eeded to obtain a higher photoelectron count will depend on the
llowable laser energy used during measurements. Higher laser
nergies will result in larger photoelectron counts/unit time but at
he risk of device heating when using laser energies which are
bove the band gap of the device. The need for low laser powers
or small Si structures makes this method generally applicable for
teady-state measurements due to the longer integration times
eeded to reach 2500 or more signal intensity. Reduction in un-
ertainty is paramount to make more definitive claims of apparent
tress in MEMS devices. Currently, complete Raman mapping of
evices such as the one shown in this study can be performed in
.5 h with a 2 �m spatial increment between measurements.
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omenclature
CStokes � linear calibration coefficient relating the shift

in Stokes peak location to temperature
Tambient � reference ambient temperature of the device

under zero power dissipation
Tpeak�location � temperature measured by the Stokes peak loca-

tion method
Tlinewidth � temperature measured by the change in Stokes

linewidth
� � linear calibration coefficient relating the shift

in Stokes peak location to stress
�ambient � Stokes peak location at the reference ambient

temperature
�measured � Stokes peak location of device under thermal

loading
� � polynomial function describing Stokes line-

width as a function of temperature
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Nonstationary Heat Conduction in
Complex-Shape Laminated Plates
Based on the immersion method, an analytical solution has been obtained for the prob-
lem of nonstationary heat conduction in laminated plates of complex plan shape when
they are heated with interlayer film heat sources. The temperature distribution over the
thickness of each layer is represented in the form of an expansion in a system of the
orthonormal Legendre polynomials and, in the plate plane, it is represented as trigono-
metric series expansions. Temperature fields were investigated in a five-layer plate for
conditions of convective heat exchange with the environment. The method suggested can
be applied for designing heating systems and determining temperature stresses in lami-
nated glazing for different vehicles �DOI: 10.1115/1.2427073�

Keywords: mechanical engineering, nonstationary heat condition, laminated plate, com-
plex plan shape
Introduction

In modern engineering, the problem of valid identification of
he thermal condition of structural components is a topical one
1,2�. Its successful solution affects the reliability and effective-
ess of operation of elements of different structures, which are
ften made of dissimilar materials. Analyzing the temperature
elds in laminated plates and shells is a challenging mathematical
roblem because the layers possess essentially different thermo-
hysical properties, and the conditions on layer interfaces have to
e described taking into account internal heat sources.

A review of the literature has shown that the majority of pub-
ications deal with analyzing laminated structures under stationary
eating conditions. Khdeir �3� investigated bending of simply sup-
orted nonsymmetric-structure laminated plates under the effect
f temperature, which is distributed piecewise linearly over the
ack. The systems of equations of thermal elasticity of the first-
rder theory with shear, and of the classical theory are solved
sing the state–space approach and Levy’s method. Verijenko et
l. �4� and Barut et al. �5� applied the hypothesis on piecewise-
inear distribution of temperature over the thickness of a lami-
ated pack to investigate stationary temperature fields in lami-
ated composite shells and panels.

For the case of nonstationary thermal affects, laminated plates
nd shells are also considered at a known distribution of tempera-
ure fields. To investigate stresses in laminated rectangular simply
upported plates, Savoia and Reddy �6� used a polynomial and
xponential distribution of temperature over the layer thickness.
he top and bottom surfaces of the layer were subject to uniform
eating. The thermal elasticity equations were solved using the
avier method.
Oguamanam et al. �7� studied the response of laminated sym-
etric cross-ply cylindrical panels that were suddenly exposed to
heat flux. The temperature distribution is constant over thick-

ess, and exponential in time.
Note that, to solve nonstationary heat conduction problems,
ethods based on applying techniques of discretization of an area

r contour are used, e.g., the finite difference method �8�, the finite
lement method �FEM� �7,9�, or the boundary element method
10,11�. Since the solution of nonstationary heat conduction prob-
ems is mathematically involved, the analytical solutions are most
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often obtained for one-dimensional heat transfer problems
�12–14�. Lu et al. �15� obtained the analytical solution of the
nonstationary heat conduction problem in a multi-dimensional
composite cylinder slab by using the Laplace transform and sepa-
ration of variables. Padovan �16�, and Ootao et al. �17,18�. ob-
tained analytical solutions of the nonstationary heat conduction
problem for laminated rectangular strips and plates at specified
temperature distributions at the top and bottom of the plate.
Nusier and Newaz �19� solved the nonstationary heat conduction
problem for the case of N concentric cylinders. For the radial
coordinate, they expanded the temperature function into a series
of Bessel functions of the first and second kind. Therefore, a topi-
cal problem is developing methods of investigating processes of
nonstationary heat conduction in structures of noncanonical plan
shape taking into account their inhomogeneous structure, which
allow representing the problem solution in analytical form.

Earlier the authors suggested a method of solving the stationary
heat conduction problem for a laminated plate whose contour was
made up of straight lines and arcs of circus. The method is based
on representing the temperature distribution in each layer by a
system of the Legendre polynomials. In this paper, the method has
been generalized for the case of the problem of nonstationary heat
conduction in laminated complex-shape plates; and an analytical
solution of the problem has been obtained without invoking the
hypothesis on temperature distribution over the layer thickness.

2 Mathematical Statement

A laminated plate is considered, which is assembled of I layers
of constant thickness hi �i=1, I� �Fig. 1�. We shall denote the plate
top and bottom, the layer interfaces, and the side surfaces of lay-
ers as �t, �b, �i �i=1, I−1� and �L

i �i=1, I�, respectively. The
plate is referred to as the Cartesian system of coordinates, which
is related to the external surface of the first layer and, on the
coordinate plane, it occupies area �t bound by contour L :xL

=x�s�, yL=y�s� �where s is arc current length�. Convective heat
transfer occurs on the top, bottom, and side surfaces of the plate.

The heat conduction equation and the boundary conditions for a
laminated plate are obtained from the variational heat balance

equation �20�
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ere Ti=Ti�x ,y ,z ,�� is temperature; ki is thermal conductivity of
he ith layer material; �i is density of the layer material; ci is
pecific heat of the ith layer; HL

i , Ht, and Hb are convective heat
ransfer coefficients for the side, top, and bottom surfaces of the
late, respectively; TL

i , Tt, and Tb are environment temperatures at
he boundary of the side, top, and bottom surfaces; qi�x ,y ,�� is
ntensity of the ith inner heat source; q�

i �x ,y ,�� is intensity of the
th film heat source located on the interface of adjacent layers; �q

i

s the area occupied by the ith film heat source; �iI is the Kro-
ecker symbol; and � is time.

Further transformations of Eq. �1�, taking into account Gauss
ormulas, allow obtaining the heat conduction equation

�T
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= �i�Ti +
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ci�i
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Fig. 1 Laminated plate
nd on the side surface of the plate
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ki

�Ti

�n
+ HL

i �Ti − TL
i � = 0, �x,y,z� � �L

i , i = 1,I �6�

In Eq. �2�, �i=ki / ��ici� is thermal diffusivity of the ith layer. In
condition �6�, n=n�x ,y� denotes the external normal to the side
surface.

The distribution of temperatures in the layers and on the side
surface, as well as the density of inner heat sources, is represented
as �21�

Ti�x,y,z,�� = �
r=0

R

Tr
i�x,y,��fr

i�z�, �x,y� � � �7�

TL
i �x,y,z,�� = �

r=0

R

TLr
i �x,y,��fr

i�z�, �x,y� � L �8�

qi�x,y,z,�� = �
r=0

R

qr
i�x,y,��fr

i�z�, �x,y� � �q
i �9�

where fr
i�z� is the Legendre polynomial of the rth degree

f0
i =

1
�hi

, f1
i =

�3
�hi

�2z̄i − 1�, f2
i =

�5
�hi

�6z̄i
2 − 6z̄i + 1�

f3
i =

�7
�hi

�20z̄i
3 − 30z̄i

2 + 12zi − 1�, . . . ; z̄ =
z − ti−1

hi
; i = 1,I

With account of expansion �7�, conditions �3�–�5� form a sys-
tem of linear algebraic equations that allows us to represent coef-
ficients T2

i and T3
i in terms of coefficients T0

j and T1
j �j=1, I�

T2
i = �

j=1

I

�� j11
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where � j11
i , � j12

i , � j21
i , � j22

i , �1
i and �2

i are constants.
Expressions �10� allow writing expansion �7� as

Ti�x,y,z,�� = �
j=1

I

���ij f0
i + � j11

i f2
i + � j12

i f3
i �T0

j + ��ij f1
i + � j21

i f2
i

+ � j22
i f3

i �T1
j � + �1

i f2
i + �2

i f3
i �11�

So, temperature as expression �11� satisfies the boundary con-
ditions on the external surfaces Eqs. �3� and �4�, and on the layer
interfaces Eq. �5�. Taking into account Eq. �11�, heat conduction
Eq. �2� takes the form

�
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I 	
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i=1
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To solve systems �12� and �13�, a method was used, which is
imilar to the immersion method �22�. It allows for representing
he problem solution in analytical form. The initial arbitrary plan-
haped laminated plate is immersed into an auxiliary enveloping
aminated plate with the same composition of layers. The shape of
he enveloping plate is selected so that one can obtain a simple
nalytical solution. In this paper, the enveloping plate is a rectan-
ular one with null conditions on the side surface �Fig. 2�.

The convective heat transfer conditions on the top and bottom
urfaces of the auxiliary plate coincide with the heat transfer con-
itions of the initial plate. To ensure meeting of actual boundary
onditions �6� on the side surface of the initial plate, compensat-
ng sources qi

comp�x ,y ,z ,��, �x ,y ,z���L
i are attached to the aux-

liary plate over the trace of side surface �L
i . The functions of

ompensating sources are represented as expansions similar to �9�
comp
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and they are included in heat conduction Eq. �12� as integral re-
lationships
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where ��x−xL ,y−yL� is the two-dimensional Dirac delta function,
and s* is length of contour L of the initial plate.

The boundary conditions on side surface �L
i , which the analyti-

cal solution should satisfy on account of the relationships �14�,
yield a system of integral equations for determining the intensities
of compensating sources
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Further, T0
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i�x ,y ,�� are expanded into

rigonometric series in functions satisfying the boundary condi-
ions of the enveloping rectangular plate
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here A and B are lengths of the sides of the enveloping rectan-
ular plate in the direction of axes Ox and Oy. This makes it
ossible to reduce the heat conduction problem to integrating a
ystem of ordinary differential equations
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Systems �15� and �16� are integrated over the time interval
0 ,�*�. This interval is divided into � equal interval intervals with
ength ��, so that �*=���. At such time of discretization, by
pplying the method of solution expansion into Taylor’s series
23�, the form of solution of system �16� at each time step can be

epresented as recurrent relationships
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Tmn
�+1 = ÃTmn

� + B̃Fmn
�+1 �18�

where � is the current number of the time interval; and Ã and B̃
are square matrices obtained by numeric transformations of ma-
trices M and � Eq. �16�.

Besides, functions T0
i and qr

i , included in the boundary condi-
tions of the initial plate, are expanded into a series over the trace
of contour L �22�

T0
i�+1�s� = �

=0

*

�
�=1,2

T0�
i�+1d��s�, T0

i�+1�s� = �
=0

*

�
�=1,2

T0�
i�+1d��s�

�19�

qr
i�+1�s� = �

=0

*

�
�=1,2

qr�
i�+1d��s� �20�

where

d1 = sin���s��, d2 = cos���s��

��s� = 2
�
0

s

ds̃��
0

s*

ds̃, 0 � ��s� � 2


With account of transformations �18�–�20�, the solution of the
system of integral Eqs. �15� at each time step is reduced to solving
a system of linear algebraic equations with respect to the coeffi-
cients of expanding into a series the functions of compensating
sources qr�

i

�
=0

*

�
�=1,2

�
�=1

2I

������F�
� +

F�
�

2
= V���, � = 1,2I,

� = 0,�*, � = 1,2
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1
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� = 2, � = 2i

������ = �M��
1 ��

1 + M��
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1
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*
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���
1��
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 , � � 0

The values of temperatures in the layers of plates �Eq. �11�� are
ound after the intensities of compensating sources have been
omputed �Eq. �20��.

Numerical Examples
The validity of the method suggested is illustrated by example

f the problem on the thermal state of a five-layer plate. The plate
ontour consists of K sections of straight lines and mating there-
ith K arcs of circles �K=5�. The analysis schematic of the plate

s shown in Fig. 3. The location of the heat source is shown with
dashed line.
Contour sections s2k−1, which are sections of straight lines �Fig.

�, are specified by the following equations

x = x2k−1 + �S − S2�k−1��cos �2k−1

�21�
y = y2k−1 + �S − S2�k−1��sin �2k−1, k = 1,K

here point M2k−1�x2k−1 ,y2k−1� is the origin of the �2k−1�th
traight section.

Contour sections s2k, which are arcs of circles �Fig. 3�, are
pecified by relationships

x = x + R sin
S − S2k−1 + � − sin �

Fig. 3 Plan shape of plate
2k k
 �
Rk

2k−1� 2k−1
ournal of Heat Transfer
y = y2k + Rk
cos�S − S2k−1

Rk
+ �2k−1� − cos �2k−1, k = 1,K

�22�

where point M2k�x2k ,y2k� is the end of the �2k−1�th straight sec-
tion. Besides, the following designations are accepted in formulas
�21� and �22�

Sk = �
i=1

k

si, S0 = 0

�2k−1 is the angle between the �2k−1�th straight section on the
contour and the positive direction of axis Ox, and S is the length
of the contour section from the origin of reference �point
M1�x1 ,y1�� to current point M�x ,y� on the given contour section.

The plate has the following characteristics: s1=0.5 m, s3
=0.23 m, s5=0.44 m, s7=0.34 m, s9=0.31 m; R1=0.25 m, R2
=0.12 m, R3=0.27 m, R4=0.08 m, R5=0.11 m; �1=0 deg, �3
=60 deg, �5=160 deg, �7=205 deg, �9=285 deg; h1=5
�10−3 m, h2=3�10−3 m, h3=1.5�10−2 m, h4=2�10−3 m, h5
=2�10−2 m; ki=1.61 W/ �m°C�, ci=0.75�103 J / �kg°C�, �i

=2.5�103 kg/m3 �i=1,3 ,5�; and ki=0.17 W/ �m°C�, ci=1.5
�103 J / �kg°C�, �i=1.2�103 kg/m3 �i=2,4�.

The film heat source is located between the first and second
layers, occupies area �q with dimensions a=0.64 m and b
=0.4 m, and its power q1=3.5�103 W/m2.

The convective heat transfer coefficients, the environment, and
initial temperatures are as follows: H1=80 W/ �m2°C�, H1

=25 W/ �m2°C�, Tt=−20°C, Tb=20°C, and T0i=0°C, I=1, I.
The condition of heat insulation is satisfied on the plate’s side

surface

�Ti

�n
= 0

As numerical analysis of the solution has shown, the first four
terms in series �7�–�9� can be taken into account to provide suffi-
cient accuracy of the problem solution. A comparison of the solu-
tion with results obtained by using FEM for plates with a canoni-
cal plan shape was carried out earlier in Ref. �21�.

Figure 4 shows the temperature distribution over plate thickness
in point D �see Fig. 3� obtained by the proposed method and FEM
for different points of time. Point D is located in the middle of
area �q occupied by the heat source, and its coordinates are �x1
+c ,y1+d�, where c=0.3 m, and d=0.325 m. Figure 4 also shows
a similar temperature distribution obtained when solving the sta-

Fig. 4 Temperature distribution over plate thickness 1—1 s,
2—10 s, 3—102 s, 4—103 s, 5—105 s, 6 — solution of stationary
problem, 7 — solution obtained by FEM at the point of time �
=102 s, and 8 — solution obtained by FEM at the point of time
�=104 s
tionary heat conduction problem. It is evident that, by the point of
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time �=104 s, the temperature field acquires a stationary charac-
ter. The maximum variance in solutions of the stationary and non-
stationary problems was within 0.3%, which confirms the accu-
racy of the method developed and the validity of results obtained.

Figures 5–7 show the temperature fields on the plate surfaces at
the point of time �=102 s when the temperature drop between
layers is at a maximum. Figures 8–10 show the temperature fields
on the plate surfaces at the point of time �=104 s. The external
surface of the first layer �t �Figs. 5 and 8� and the surfaces con-
taining heat source �1 �Figs. 6 and 9�, exhibit a sharp change in
temperature close to the edge of the area occupied by the heat
generating film. Such differentials can result in significant tem-
perature stresses in plate layers. The temperature on the external
surface of the fifth layer �b �Figs. 7 and 10� is only positive.

4 Conclusions
An analytical method of solving nonstationary heat conduction

problems for laminated plates has been developed. It allows us to
describe the heat condition of plates with a noncanonical plan
shape for different boundary condition options on the contour and
face surfaces of the plate.

The results of analyzing temperature fields can be used for solv-
ing problems in thermal elasticity of laminated plates. Selecting
adequately the shape, power, and dimensions of the heat source
makes it possible to ensure the required values of stresses in lay-
ers.

The approach suggested can be applied for designing heating
systems and determining temperature stresses in laminated glaz-
ing for different vehicles.
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Modeling of Radiation Heat
Transfer in the Drawing of an
Optical Fiber With Multilayer
Structure
A numerical model is developed to study the radiative heat transfer in a furnace for
optical fiber drawing with a core-cladding structure in the fiber. The focus is on the effect
of the difference in composition and thus the radiation properties in the two regions on
radiative transport. The zonal method is applied to calculate the radiative heat transfer
within the neck-down region of the preform. The radiative heat transfer between the
preform and the furnace is computed by an enclosure analysis. A parallel computational
scheme for determining the direct exchange areas is also studied. The radiation model is
verified by comparisons with benchmark problems. Numerical results for a pure silica
preform, a GeO2-doped silica core with a pure silica cladding preform, and a pure silica
core with a B2O3-doped silica cladding preform are presented. Radiation properties for
these are obtained from the literatures and a three-band model is developed to represent
the values. It is found that radiative heat flux on the surface of the preform is strongly
affected by the differences in the absorption coefficient due to doping. However, changes
of about 1% in the refractive index have only a small effect on radiative heat transfer. The
basic approach is outlined in order to form the basis for simulating optical fiber drawing
processes, which typically involve fibers and preforms with a core and a cladding. Fur-
thermore, the approach can apply to estimate the multi-layer fiber drawing, which is of
interest in the fabrication of specialty fibers that have been finding uses in a variety of
practical applications. The model can be extended to other similar processes, which
involve multiple regions with different radiation properties. The main interest in this
study is on the approximate representation of radiation properties and on the modeling of
the transport process. �DOI: 10.1115/1.2430723�

Keywords: radiation, heat transfer, multi-layer, cylinder, zonal method
Introduction
The manufacture of silica optical fibers typically begins with

oped silica preforms, which usually consist of two concentric
ylinders called the core and the cladding that the core has a
igher refractive index. In a draw tower, the preform is pulled
hrough a high-temperature cylindrical furnace. When the preform
s heated beyond its softening point of about 1900 K for silica, it
an be drawn into a fiber of diameter around 125 �m by an ap-
lied axial tension. The region where the diameter of the preform
ecreases significantly is called the neck-down region. A sche-
atic diagram of the fiber drawing process is shown as Fig. 1.
uring this drawing process, the radiative heat transfer is known

o be the dominant mode of energy transport �1�. Therefore a
igorous study on the radiative transport is essential for an accu-
ate simulation of the process.

The radiative transport in the furnace for the drawing of pure
ilica fibers has been investigated by a number of researchers
Paek and Runk �2�, Myers �1�, Lee and Jaluria �3–5�, Kaminski
6�, Yin and Jaluria �7,8�, and Wei et al. �9��. Paek and Runk �2�
pproximated the radiative heat flux absorbed in the preform from
he measured temperature distribution at the furnace. Myers �1�
rst presented a two-band model for the absorption coefficient of
ilica glass. He decoupled the temperature of the furnace from that
f the preform and determined the temperature of the furnace and

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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the radiative heat flux leaving the furnace by the method of
Usiskin and Siegel �10�. Lee and Jaluria �3–5� considered the
furnace, the preform, the top, and the bottom disks as an enclosure
and solved for the radiation heat transfer within this enclosure. All
these early studies used the optically thick assumption for radia-
tion absorption in the glass. However, this approximation cannot
be applied to the lower neck-down region, since the diameter of
the preform becomes very small as it approaches the fiber diam-
eter. Besides the optically thick approximation, Kaminski �6� em-
ployed the P1 approximation for calculating the radiative heat
flux in the upper neck-down region, which can often be treated as
an optically thick region. In order to achieve accurate results
within the whole neck-down region, Yin and Jaluria �7,8� used the
zonal method to investigate the radiative transport. A comparison
with the results from the optically thick approximation showed
that the zonal method was more accurate for considering radial
temperature variations and the small-diameter lower neck-down
region. Recently, the discrete ordinates method was used by Wei
et al. �9� to study the spectral radiative transfer and the transient
temperature field in a semitransparent glass rod. They also re-
vealed that the effects of the absorption coefficient in the short
wavelength region ���3 �m� on the radiative heat transfer could
not be neglected.

However, all these studies neglected the difference in the radia-
tive properties between the core and the cladding, even though
they may have considerable effect on the radiative transfer be-
tween the furnace and the preform. For optical communication
purposes, the core always has a slightly higher �0.1–1.0%� refrac-

tive index than that of the cladding. In order to change the refrac-
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ive index of silica, chemicals called “dopants” are added into
ure silica. For example, GeO2,P2O5,TiO2, and Al2O3 are often
sed to increase the refractive index; F and B2O3 are used to
educe the refractive index �11�. Three typical refractive index
rofiles in optical fibers are shown in Fig. 2 �12�. The transmission
haracteristics of optical fiber are also significantly affected by
opants. The absorption loss comes from three sources: intrinsic
ltraviolet absorption, intrinsic infrared absorption, and extrinsic
mpurity absorption. Intrinsic infrared absorption spectra of GeO2,
nd B2O3 doped fused silica and pure silica were measured in the
.8–25 �m wavelength region by Izawa et al. �13,14�. The spec-
rum of 10 wt % GeO2-doped fused silica is found to be very
lose to that of pure silica, except that the absorption peaks
lightly shift to longer wavelength in the 3–25 �m wavelength
egion. In the shorter 1.8–3.0 �m wavelength region, the absorp-
ion loss mechanism of pure silica is also dominant in
eO2-doped fuse silica core fiber. However the intrinsic infrared

bsorption spectrum is significantly affected by doping with
2O3. Strong variations, from pure silica absorption bands, are
bserved at 3.7, 7.4, 12.4, 13.9, and 15.3 �m in 5 wt % B2O3
oped silica and the absorption loss in 1.8–3.0 �m increases by
everal orders of magnitude in B2O3–GeO2-doped silica core fi-
er. The intrinsic ultraviolet absorption spectra of GeO2, and
2O3-doped fused silica are obtained by Shibata �13�. Strong in-
reases in absorption loss are found due to these two dopants,
eO2, and B2O3, in the 0.2–0.5 wavelength region. Extrinsic ab-

orption usually comes from OH ions or other impurities intro-
uced in the fiber fabrication process. The OH content of the
bove measured fibers is about 50 ppb and gives only a slight

Fig. 1 Schematic diagram of a doub
the radiosities and irradiations on th
bsorption loss about 2.7 �m �13,14�.

ournal of Heat Transfer
Since the absorption coefficient and refractive index of the
doped silica preform are significantly affected by the dopants, it is
of particular interest to investigate the effects of different doping
materials and their amounts on the radiative heat transfer within
the neck-down region for doped silica preforms. Yin and Jaluria
�8� briefly studied a simpler case of thermal transport in a double-
layer preform without neck-down. They found that the tempera-
ture of the preform increases slightly due to 1% difference in the
refractive index between the core and the cladding. But the effects
of a difference in the absorption coefficients �even 50%� were
found to be negligible. However, it is necessary to extend the
investigation to the neck-down region to quantify the relation be-
tween the dopants and the radiative heat transfer, because the
temperature distribution and radiative heat flux are strongly de-
pendent on the neck-down profile.

In this paper, only the radiation heat transfer in the optical fiber
drawing process is considered. Further study will couple all three
kinds of heat transfer, namely radiation, conduction, and convec-
tion, for complete modeling of the multi-layer fiber. The zonal
method is applied to study radiation transport within the neck-
down region of a double-layer doped silica preform. The preform
is considered as a participating medium without scattering. The
core and the cladding, which have been doped with various ma-
terials, are treated as two separate layers bounded by a diffuse
interface. The radiative heat transfer for two different doped silica
preforms is studied here; one is GeO2-doped silica core with pure
silica cladding, the other is pure silica core with B2O3-doped
silica cladding. Three-band models for the absorption coefficients
of pure silica, GeO2-doped silica and B2O3-doped silica are de-

layer silica fiber drawing, indicating
terfaces
le-
veloped from Izawa’s results �13,14�. The radiative heat fluxes at
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he interfaces are calculated for prescribed temperature distribu-
ions in the preform. The effects of dopants GeO2 and B2O3 on the
adiative heat flux are investigated.

Analysis and Numerical Approach
The radiative transport inside a cylindrical furnace is consid-

red here. The surface of the furnace is assumed to be diffuse and
ray. The openings of the top and the bottom are considered to be
lack and at the ambient temperature. The inner and outer surfaces
f the preform are assumed to be diffuse, an assumption that has
een used by Yin and Jaluria �7�. They found that the error caused
y the diffuse surface assumption is not significant by comparing
he emissivity of a glass rod for both specular and diffuse sur-
aces. The preform is a semi-transparent participating medium in
wo layers, the core and the cladding, made of pure silica or vari-
us doped silica. The refractive index of the core is usually
lightly higher than that of the cladding by 0.1–1.0%. The refrac-
ive index of pure fused silica is taken as 1.42 �15�. The infrared
bsorption spectra of pure and doped silica glass were measured
y Izawa et al. �13,14�, as shown as Fig. 3. For simplicity, three-
and models are adapted in the study from Izawa’s data to ap-
roximate the absorption coefficients of pure and doped silica
lass. The average absorption coefficient in a particular wave-
ength interval is given by

ā = − ln��
�1

�2

e−a����d����2 − �1�� �1�

or pure fused silica with low OH content, the band absorption
odels developed as

a = 0, for � � 0.15 �m �2�

−1

Fig. 2 Refractive-index profile o
depressed-cladding single-mode fib
timode fibers „adapted from Hecht †1
a = 0.0059 cm , for 0.15 �m � � � 3.0 �m �3�

44 / Vol. 129, MARCH 2007
a = 0.8455 cm−1, for 3.0 �m � � � 4.8 �m �4�

a = 345.0 cm−1, for 4.8 �m � � � 8.0 �m �5�

For B2O3 doped silica

a = 0, for � � 0.15 �m �6�

„a… matched-cladding; and „b…
and „c… plastic-cladding silica mul-

Fig. 3 Measured absorption coefficients of pure fused silica
with low OH content, GeO2-doped silica and B2O3-doped silica
f:
ers
†13,14‡
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a = 0.0192 cm−1, for 0.15 �m � � � 3.0 �m �7�

a = 1.466 cm−1, for 3.0 �m � � � 4.8 �m �8�

a = 759.0 cm−1, for 4.8 �m � � � 8.0 �m �9�

or GeO2 doped silica

a = 0, for � � 0.15 �m �10�

a = 0.0445 cm−1, for 0.15 �m � � � 3.0 �m �11�

a = 0.8455 cm−1, for 3.0 �m � � � 4.8 �m �12�

a = 345.0 cm−1, for 4.8 �m � � � 8.0 �m �13�

ei et al. �9� showed that the effect of the absorption coefficient
n the short-wavelength region ���3.0 �m� on the temperature
nd heat flux is considerable since about 60% of the overall emis-
ive power is concentrated in this region at usual operating tem-
eratures of 2000 K. Therefore, the absorption coefficients in the
hort-wavelength region should not be neglected although they are
uite small. In the 4.8 �m���8.0 �m wavelength region, the
bsorption coefficients are very large in the range 9.0–2077 cm−1.
ccurate average absorption coefficients are not obtained numeri-

ally in this interval. Two approximate average absorption coeffi-
ients are given here by ā=	�1

�2a���d� / ��2−�1�.
In the earlier studies, Myers’ two-band model �1� has been used

o approximate the absorption coefficient of pure silica perform as

a = 0, for � � 3.0 �m �14�

a = 4.0 cm−1, for 3.0 �m � � � 4.8 �m �15�

a = 150.0 cm−1, for 4.8 �m � � � 8.0 �m �16�

owever, he did not give the concentration of OH or of other
mpurities. From Myers’s model, the transmission of 1-cm-thick-
lates consisting of fused silica is 1.83% in the 3.0–4.8 �m
avelength region; the transmission of 1-cm-thick plates consist-

ng of fused silica from Izawa’s data is 23–42.93%. Obviously
yers’ results show a strong absorption band in this wavelength

egion, which could come from high OH content or other impu-
ities �13,14�. The three-band model is more appropriate for ap-
roximating the absorption coefficients of low-OH silica preform.
ue to lack of detailed composition and optical properties of re-

listic preforms, new three-band models from Izawa’s data are
sed here to investigate the effects of dopants on radiative trans-
ort in optical fiber drawing.

A schematic diagram of radiosity and irradiation on the inter-
aces is shown in Fig. 1. There are three enclosures: the core
layer 1�, the cladding �layer 2�, and the inert gas �layer 3�. The
onal method is applied to calculate the radiation transfer inside
he preform. The radiation exchange between the furnace and
uter surface of the preform is computed by an enclosure analysis.
he interfaces �a� , �b� , �c� , �d� and the internal side of the top �e�,

he furnace �f�, and the bottom �g� are divided into axisymmetric
urface ring elements. The volume of the perform is divided into
xisymmetric volume ring elements. From the enclosure theory,
he outgoing and incoming heat fluxes at every surface element
an be obtained for each absorbing band. The incoming heat
uxes at ith surface element are given as

Gi,�
�l� =

1

Ai
�l�
�

j=1

Ns
�l�

�SjSi��
�l�Jj,�

�l� + �
j=1

Ng
�l�

�GjSi��
�l�n�l�2

�Tj
�l�4

f i,�� �l = 1,2�
�17�

ournal of Heat Transfer
Gi,�
�3� = �

j=1

Ns
�3�

Fi−jJi,�
�3� �18�

where, the superscript 1, 2, 3 denote layer 1, 2, 3 of Fig. 1; the
subscript, �, denotes a particular absorption band and the sub-
scripts i and j denote the surface or volume ring elements.

The outgoing heat fluxes at ith surface element are obtained as
follows

Ji,�
�1� = �bGi,�

�2� + �aGi,�
�1� �19�

for ith element on the surface a

Ji,�
�2� = �aGi,�

�1� + �bGi,�
�2� �20�

for ith element on the surfaces b

Ji,�
�2� = �dGi,�

�3� + �cGi,�
�2� �21�

for ith element on the surfaces c

Ji,�
�3� = �cGi,�

�2� + �dGi,�
�3� �22�

for ith element on the surface d

Ji,�
�3� = �i�Ti

�3�4
f i,� + �1 − �i�Gi,�

�3� �23�

for ith element on the surfaces e , f ,g.
The reflectivity of the interface is given by Richmond �15� as

�a = �̂
n1

n2
�,�c = �̂�n2�

�̂�n� = 1 −
1

n2�1

2
−

�3n + 1��n − 1�
6�n + 1�2 −

n2�n2 − 1�2

�n2 + 1�3 ln
n − 1

n + 1
�

+
2n3�n2 + 2n − 1�
�n2 + 1��n4 − 1�

−
8n4�n4 + 1�

�n2 + 1��n4 − 1�2 ln�n�� �24�

The relationship between the transmissivities of the inner and
outer surfaces is given by Siegel and Spuckler �16� as

�d = n2
2�c, �b = �n1/n2�2�a �25�

The view factor Fi,j and the direct exchange areas �SS��
�l� , �SG��

�l�

are defined as given by Modest �17� as

�SiSj��
�l� =�

Ai
�l�
�

Aj
�l�

exp�− a�
�l�Sij

�l��
cos 	i

�l� cos 	 j
�l�


Sij
�l�2 dAi

�l� dAj
�l�

�26�

�SiGj��
�l� =�

Ai
�l�
�

Vj
�l�

a�
�l� exp�− a�

�l�Sij
�l��

cos 	 j
�l�


Sij
�l�2 dAi

�l� dVj
�l� �27�

The view factors are computed using the approach given by Lee
and Jaluria �3�. The surface–surface, surface–volume, and
volume–volume direct exchange areas need to be determined for
the core and the cladding, respectively. The expressions for direct
exchange areas are given as

�SiSj��
�l� =�

zi min

zi max�
zj min

zj max�
�j min

�j max

FSS�zi,zj,� j�d� j dzj dzi �28�

�SiGj��
�l�

=�
zi min

zi max�
zj min

zj max�
rj min

rj max�
�j min

�j max

FSG�zi,zj,rj,� j�d� j drj dzj dzi

�29�

where � j is the azimuthal angle of the ring element j. Because of
the blocking effect, only the part of the ring element j, whose

azimuthal angle is between the minimum azimuthal angle � j min
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nd the maximum azimuthal angle � j max, can be viewed from one
oint on the ring element i. The detailed expressions for FSS ,FSG
re given by Yin �8�. The limiting azimuthal angles in the core are
etermined by a method similar to that used by Yin and Jaluria
7�. The limiting azimuthal angles in the cladding are obtained by

odest’s method �18�, as given in Table 1, with

�i =
ri

rj
+

zj − zi

rj
tan 	i �30�

1 = max�R1
2�z��zj − zi�2 − ri

2�zj − z�2 − rj
2�z − zi�2

2rirj�z − zi��zj − z� �
z��zi,zj�

�31�

2 = min�R1
2�z��zj − zi�2 − ri

2�zj − z�2 − rj
2�z − zi�2

2rirj�z − zi��zj − z� �
z��zi,zj�

�32�

here R1 is the local radius of the inner body and R2 is the local
adius of the outer body. The direct exchange areas in Eqs.
12�–�14� are calculated using Gaussian quadrature. The radiative
eat flux at ith surface ring element for a particular absorption
and is computed using the following equation

qi,�
�l� = Ji,�

�l� − Gi,�
�l� �33�

Parallel Computation of the Direct Exchange Areas
Since the computation for the direct exchange areas is very time

onsuming, parallelization for this computation is desirable and is
mployed here. The parallel code is modified with the message-
assing interface �MPI�. The calculation for every process does
ot require parallel communication since each processor has all
he data about the geometry and radiation properties. The perfor-

ance of this parallel code is evaluated by calculating with the
fficiency as �19�

E�n,p� =
T��n�

pT
�n,p�
�34�

here T� is the runtime of the serial solution; T
 is the runtime of
he parallel solution with p processes; and n denotes the size of
nput. A parallel computation of direct exchange areas for Myer’s
wo-band model is performed on the MPHASE cluster at Rutgers
niversity. It has 44 dual CPU rack-mount AMD MP 1.6 GHz

rom Aspen Systems. A comparison of the predicted speedup and
he actual speedup is shown in Fig. 4 and the parallel efficiency is
ound to be about 0.7, as seen in Fig. 5.

Validation
Validation of the computational procedure for view factors and

irect exchange areas in the core has been done in earlier studies
y Lee and Jaluria �3� and Yin and Jaluria �7�. In this paper, two
enchmark problems of radiation heat transfer between two con-
entric cylinders, containing nonparticipating or participating me-
ium, are used to validate the radiation model. First, the direct
xchange areas for two finite concentric cylinders enclosing non-

Table 1 Limiting values for cos �j min and cos �j max

cos 	i�0 cos 	i�0

os 	 j �0 cos � j min=min�1 ,1� cos � j min=min��i ,1 ,1�
cos � j max=max��i ,� j ,2 ,−1� cos � j max=max�� j ,2 ,−1�

os 	 j �0 cos � j min=min�� j ,1 ,1� cos � j min=min��i ,� j ,1 ,1�
cos � j max=max��i ,2 ,−1� cos � j max=max�2 ,−1�
articipating medium are calculated and compared with the ana-

46 / Vol. 129, MARCH 2007
lytical results given by Siegel and Howell �20�. The calculated and
analytical results are tabulated in Table 2, which shows very good
agreement.

Another case of a gray gas at radiative equilibrium between the
infinite concentric cylinders is also investigated and compared
with the numerical results of Loyalka �21�. His results, which
agree very well with the Monte Carlo results of Perlmutter and
Howell �22�, can be considered as benchmark data for compari-
son. The length of these concentric cylinders is set at 20 times its
diameter. The temperature of the inner surface �T1� is 1000 K and
the temperature of the outer surface �T2� is 2000 K. Both the inner
cylinder and the outer cylinder are assumed to be black bodies.
The nondimensional radiative heat flux, �=q��1� / �J1−J2�, at the
inner surface is shown in Fig. 6. A 10�50 grid is used. It can be
seen that the radiative heat transfer decreases as the optical thick-
ness or as the radius ratio r1 /r2 increases. The calculated results
agree fairly well with Loyalka’s results.

Fig. 4 Comparison of ideal speedup and actual speedup in
parallel computation of the direct exchange areas

Fig. 5 Plot of parallel processing efficiency versus number of

processes
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Two relations for the view factors and the direct exchange areas
btained from energy conservation are given as

�
j=1

Ns
�3�

Fi−j = 1 �35�

1

Ai

�

j=1

Ns
�l�

�SjSi��
�l� + �

j=1

Ns
�l�

�GjSi��
�l�� = 1 �l = 1,2,3� �36�

oth summations of view factors for the elements on the surface d
nd of the direct exchange areas calculated for the case of pure
ilica preform are satisfied with Eqs. �35� and �36�, respectively.
he errors are found to be within 0.5%.

Results and Discussion
During the optical fiber drawing process, the profile of the

eck-down regions varies due to the furnace temperature distribu-
ion. In order to investigate the radiative heat transfer within the
eck-down region, two sample profiles are studied here, as shown
n Fig. 7. One of the sample neck-down profiles was obtained
umerically by Yin �8�, which can be expressed as an eighth-order
olynomial given as

Table 2 Calculated and analytical values for
tric cylinders containing nonparticipating med

Calculated Analytic

S1S0 1.749�10−4 1.746�1
S1S1

0.0 0.0

S1S2 1.221�10−4 1.221�1
S1S3 1.749�10−4 1.746�1

�
j=0

3

S1Sj

A1

1.001 1.0

ig. 6 Nondimensional radiative heat transfer between two in-
nite concentric cylinders at radiative equilibrium. Symbols

epresent benchmark data †20‡.

ournal of Heat Transfer
log10 R = − 1.181331 � 106z8 + 1.564007 � 106z7 − 8.320225

� 105z6 + 2.206848 � 105z5 − 2.856596 � 104z4

+ 1.33958 � 103z3 − 1.81201 � 10z2 − 5.541218

� 10−2z + 2.602491 �37�
The other sample profile is given as a cosinusoidal function �Lee
�3��

for z � z0, R2 = r0 �38�

for z0 � z � zf, R2 =
r0 + rf

2
+

r0 − rf
2

cos


z − z0

z0 − zf
� �39�

for z � zf, R2 = rf �40�
Two furnace temperature distributions are studied given by the
following

TF1: TF = 2500 − 2000
 z

L
− 0.5�2

�41�

TF2: TF = 2000 �42�
For the interior region of the preform, two temperature distri-

butions are considered. One is taken as uniform at Tf =1000 K
�TP1� and the other with the axial and radial temperature varia-
tions given by

direct exchange areas for two finite concen-

Calculated Analytical

S2S0 3.742�10−4 3.757�10−4

S2S1 1.221�10−4 1.221�10−4

S2S2 6.883�10−4 6.883�10−4

S2S3 3.742�10−4 3.742�10−4

�
j=0

3

S2Sj

A2

0.997 1.0
the
ium

al

0−4

0−4

0−4
Fig. 7 Neck-down profiles considered
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TP2: Tf = 1000 � 
1 + 0.5 �� z

L
� � �1 + 0.2 � 
 r

R
�2

� 
1 −
z

L
�2� �43�

The diameters of the preform and the fiber are taken as 5 cm
nd 125 �m, respectively, while the diameter of the furnace is
aken as 7 cm. The length of the preform and the furnace are taken
s 30 cm. The furnace is divided into 80 uniform surface ele-
ents. The nonuniform grid scheme developed by Lee �4� is em-

loyed for the preform. In the axial direction, the preform is di-
ided into 30 subdivisions. Every subdivision consists of four
olume elements in the core and five volume elements in the
ladding. In order to achieve grid independence, a finer mesh of
0�10 is also used for the core and cladding. No significant
ifference between the results from the two grid scheme is found.
herefore, a grid of 30�4 is taken for the core and a grid of 30
5 is taken for the cladding in this paper. The optical thickness of

he preform decreases drastically from the preform to the fiber and
aries with doping as shown as Table 3. Various points for Gauss-
an quadrature are selected to evaluate the integrations for direct
xchange areas based on the magnitude of optical thickness.

In this paper, the radiative heat fluxes are computed using the
olynomial profile given by Eq. �37�, a parabolic temperature dis-
ribution of the furnace �TF1� and prescribed preform temperature
TP2�, if the profile, the furnace temperature and the preform tem-
erature are not mentioned. The results are shown as a nondimen-
ional radiative heat flux, given by

Q =
q

��TF0
4 − Tf0

4 �
�44�

here TF0=2000 K and Tf0=1000 K.

5.1 Comparison With Results From Myer’s Two-Band
odel. Figure 8 shows the nondimensional radiative heat flux at

he outer surface of the preform, using both the present three-band
odel and Myers’s two-band model to approximate the absorption

oefficient for a pure silica preform. The preform temperature is
aken as TP1. In the wavelength region 0.15 �m���3.0 �m,
he absorption coefficient is as small as 0.0059 cm−1. However,
onsiderable radiative heat flux in the upper preform is obtained
or the first absorption band. That is because over 60% of emis-
ive power from the furnace surface, which is at a temperature
etween 2000 K and 2500 K, lies in this wavelength interval. The
bsorption coefficient in the second absorption band given by My-
rs’s model is higher than that from the new three-band model,
hich might be due to high OH content or other impurities. It is
orth mentioning that the OH ion in silica glass causes a strong

Table 3 Optical thickness at beginning a

Materials

Absorption
coefficient

�m−1�

Silica with high OH content
�Myer’s model�

400
15,000

Silica with low OH content
0.59

84.55
34,500

Boron doped silica
1.92

146.6
75,900

Germania doped silica
4.45

84.55
34,500
bsorption band at 2.72 �m �13�. As expected, a significantly

48 / Vol. 129, MARCH 2007
stronger absorption, using Myer’s two-band model, is observed in
the second absorption band than that using the three-band model.
The optical thicknesses in the third absorption band for these two
models are very large, as shown in Table 3, from 1725 to 4.3 for
the new three-band model and from 750 to 1.87 for Myers’s two-
band model. Since most of the preform can be treated as optically
thick for the third absorption band and almost all the radiation
energy in the third absorption band is absorbed by the preform,
the radiative heat fluxes from both the models are found to be very
close. Comparison of the total radiation from all these absorption
bands using the two models shows that the radiative heat flux is
larger at the upper neck-down region and smaller at the lower
neck-down region from the prediction of the three-band model.
Clearly, it is important to model the radiation properties accurately
inorder to obtain an accurate simulation of the fiber drawing pro-
cess.

5.2 Effect of Furnace Temperature Distribution. The fur-
nace temperature distribution is a critical operating condition for
the optical fiber drawing process. Two typical furnace temperature
profiles, TF1 and TF2, are given by Eq. �41� and �42�. The neck-
down profile is taken to be a polynomial function, as given by Eq.
�37�. The preform temperature is taken as TP1. Figure 9 shows the

end of the preform for various materials

Optical thickness at
the preform end

�D=0.05 m�

Optical thickness at
the fiber end

�D=1.25�10−4 m�

20 0.05
750 1.875

0.03 0.00007
4.2 0.01

1725 4.3

0.098 0.00024
7.33 0.018
3795 9.48

0.2225 0.00056
4.2 0.01

1725 4.3

Fig. 8 Comparison of nondimensional radiative heat flux cal-
culated using the three-band model and Myers’s two-band
nd
model
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adiative heat fluxes at the outer surface of the preform for three
bsorption bands for the two cases. As expected, the radiative heat
uxes for all three absorption bands are strongly affected by the
urnace temperature distribution. It can be seen that the radiative
eat flux has a peak near the entrance when the furnace tempera-
ure is uniform, TF2, and the peak moves close to the middle
hen the furnace temperature profile is taken to be parabolic,
F1.

5.3 Effect of Neck-Down Profile. Two neck-down profiles,
efined by the polynomial function of Eq. �37� and the cosinusoi-
al function of Eqs. �38�–�40�, were shown in Fig. 7. The preform
emperature is taken as TP1. Radiative heat fluxes at the outer
urface of the preform for the three absorption bands for these two
ifferent profiles are obtained, as shown in Fig. 10. The heat flux
or the first absorption band at the upper neck-down region 0

z /L�0.4 is larger with the polynomial profile because the ab-
orption is weak in this absorption band and the internal reflection
s the major factor. For the second absorption band, the heat fluxes

Fig. 9 Effects of the furnace temperature distribution
Fig. 10 Effect of the neck-down profile

ournal of Heat Transfer
at lower neck-down region 0.4�z /L�1 drop as a result of de-
crease in the optical thickness. Since most of the preform is opti-
cally thick for the third band, the heat fluxes for the third absorp-
tion band barely change with these two neck-down profiles.

5.4 Effect of Preform Temperature Distribution. The radia-
tive heat fluxes for the two preform temperature distributions, TP1
and TP2, are shown in Fig. 11. TP1 is taken as a uniform tem-
perature of 1000 K. For TP2, the temperature is increased axially
from 1000 K to 1500 K at the centerline. The temperature differ-
ence between the surface and the centerline is decreased from the
inlet to the outlet. The maximum temperature difference in the
radial direction is set at the inlet, where the surface temperature is
20% higher than the centerline temperature. At the outer surface,
the radiative heat flux for TP1 is significantly larger than that for
TP2 because of lower preform temperature. At the inner surface,
the radiative heat flux for TP1 is slightly smaller in the upper
neck-down region and becomes larger in the lower neck-down
region than that for TP2. That is because the temperature in the
cladding for TP2 is much higher than that in the core in the upper
neck-down region and the temperature gradually becomes uni-
form in the lower neck-down region. These results indicate the
application and validity of the present model for arbitrary tem-
perature distributions in the preform. This is obviously the case in
actual fiber drawing where the temperature distribution results
from the heat transfer and glass flow mechanisms.

5.5 Effect of Absorption Coefficient. Doping changes the
absorption coefficients in the core and the cladding and it is im-
portant to quantify the effects on the radiation heat transfer. The
effects of the difference in the absorption coefficients due to two
typical dopants GeO2 and B2O3 are considered here. The diam-
eters of the core and the cladding are taken as 62.5 �m and
125 �m, respectively. The difference in the refractive index is
neglected. The refractive index of doped silica is taken as 1.42 as
pure silica. Figure 12 shows the radiative heat fluxes on the inter-
faces for pure silica core and B2O3-doped silica cladding preform,
GeO2-doped silica core and pure silica cladding preform, and pure
silica preform. Since both dopants, B2O3 and GeO2, give rise to
greater absorption in the preform, the radiative heat fluxes at the
outer surface of the doped preforms are larger than that of pure
silica preform. On the interface between the core and the cladding,

Fig. 11 Results for different the preform temperature
distributions
absorption is stronger for GeO2-doped silica core/pure silica clad-
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ing preform and a lot weaker for pure silica core/B2O3-doped
ilica cladding preform because the transmissivity of pure silica
ladding is much higher than that of B2O3-doped silica cladding.
oth the doped silica preforms absorb more energy by radiation

han pure silica preform during the optical fiber drawing process
nd thus require smaller draw tension for the same drawing speed.
he differences in the absorption coefficients of the core and the
ladding will lead to significant difference in the temperature of
hese two layers.

5.6 Effect of Refractive Index. Doping also affects the re-
ractive index in the core and the cladding. In order to investigate
he effect of the refractive index, two kinds of preforms are stud-
ed here, pure silica core with B2O3-doped silica cladding preform
nd GeO2-doped silica core with pure silica cladding preform.
he geometry of the preform is the same as above. The refractive

ndex of pure silica is taken as 1.42. The absorption coefficients in
he core and cladding for both preforms are assumed to be un-
hanged with various concentrations of dopants. For the first case,
he core is GeO2-doped silica and the cladding is pure silica. The
efractive index of the core �n1� increases from 1.42 by 1%, 10%,
nd 20%, and the refractive index of the cladding �n2� remains at
.42. The results are shown in Fig. 13. The core absorbs larger
adiation energy with increasing n1 /n2 as a result of increasing
nternal reflections in the core. Although the total absorbed radia-
ion energy is also increased in the preform, the amount of the
adiation energy absorbed by the cladding only has a slight
hange. The effect of higher refractive index in the core is to
ncrease the temperature of the core, which will cause the preform
o soften faster. For the second case, the core is pure silica and the
ladding is B2O3-doped silica. The refractive index of the core
n1� remains 1.42, and the refractive index of the cladding �n2�
ecreases from 1.42 by 1%, 10%, and 20%. The results are shown
n Fig. 14. The fact that the cladding with decreasing n2 absorbs
ess radiation energy is due to decreasing internal reflection in the
ladding. Although the amount of radiation energy absorbed by
he core increases slightly as n1 /n2 increases, the total radiation
nergy absorbed by the preform is decreased and the temperature
f the cladding will drop.

ig. 12 Comparisons among radiative heat fluxes for pure
ilica core with B2O3-doped silica cladding, for GeO2-doped
ilica core with pure silica cladding, and for pure silica
reforms
5.7 Effect of Geometry. Since the transmissivity of glass also

50 / Vol. 129, MARCH 2007
depends on the dimension of the core and the cladding, two com-
mon types of preforms are studied to investigate the effect of
geometry on the radiative heat transfer. For graded-index fibers,
the common diameter of the core is 50 �m or 62.5 �m, and the
diameter of the cladding is 125 �m �12�. For the GeO2-doped
silica core with pure silica cladding preform, the results for these
two geometries are shown in Fig. 15. Lower radiative heat fluxes
are on the outer and the inner interfaces for the case of
50-�m-diameter core because both the absorption by the preform
and the transmissivity of the cladding decrease. For the pure silica
core with B2O3-doped silica cladding preform, the radiative heat
fluxes are obtained as shown in Fig. 16. Higher radiative heat flux
at the outer surface and lower radiative heat flux at the inner
surface are observed for the case of 50-�m-diameter core. This is

Fig. 13 Effect of refractive index on radiative heat flux for
GeO2-doped silica core with pure silica cladding preform

Fig. 14 Effect of refractive index on radiative heat flux for pure

silica core with B2O3-doped silica cladding preform
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xpected from the fact that the effective absorption coefficient of
he preform is larger and the transmissivity of the cladding is
maller.

Conclusions
The zonal method has been used to calculate the radiation heat

ransfer within the neck-down region of a double-layer optical
ber drawing. The core and the cladding are treated as separate

ayers bounded by a diffuse interface. Three-band models of the
bsorption coefficients for pure silica, GeO2-doped silica, and
2O3-doped silica, are developed from Izawa’s data, including the
andwidths of 0.15–3.0, 3.0–4.8, and 4.8–8.0 �m. The computa-

ig. 15 Effect of geometry on radiative heat flux for
eO2-doped silica core with pure silica cladding preform; the
iameter of the core is 50 �m or 62.5 �m and the diameter of

he cladding is 125 �m

ig. 16 Effect of geometry on radiative heat flux for pure silica
ore with B2O3-doped silica cladding preform; the diameter of
he core is 50 �m or 62.5 �m and the diameter of the cladding

s 125 �m
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tion of direct exchange areas is parallelized. The radiation model
is validated by comparisons with two simpler problems. The cal-
culated direct exchange areas for the finite concentric cylinder
enclosing a nonparticipating medium agrees well with analytical
results. Also the comparison of the radiative heat flux for the case
of a gray gas at radiative equilibrium between infinite concentric
cylinders shows good agreement.

The effects of various furnace temperature, the profiles of the
neck-down region, and dopants on radiative heat flux are investi-
gated. The profile of radiative heat flux is strongly affected by
various furnace temperature distributions and the profiles of the
neck-down region. The results also show that radiative heat flux
increases significantly for double-layer fibers of combinations of
pure silica and doped silica because of the increase in absorption
coefficients. The proportion of radiation absorbed in the core and
the cladding also varies with doping and the geometries of the
preform. The study on the changes in refractive index indicates
that the radiative heat flux increases as the refractive index in the
core becomes larger and decreases as the refractive index in clad-
ding becomes smaller. However a 1% difference in refractive in-
dex has a slight effect on radiative transfer. Since the radiation
heat transfer is the dominant mode of heat transfer in the optical
fiber drawing process, the effects of dopants will ultimately cause
a significant difference in the temperature distribution of the core
and cladding. Therefore, the changes in the radiation properties,
especially the absorption coefficients, due to doping are critical in
the analysis of thermal transport in optical fiber drawing process.
The paper presents the quantitative effects of the property changes
due to doping and composition variations, as well as an approach
to model the overall radiation heat transfer in the system.
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Nomenclature
A � area, m2

a � absorption coefficient of glass, cm−1

E � parallel efficiency
Fi−j � view factor between surface ring element i and

j
f � fraction of black body emissive power for an

absorption band
G � irradiation, W/m2

GjSi � direct exchange area between surface ring ele-
ment i and volume ring element j

J � radiosity, W/m2

L � height of furnace, m
Ns � number of surface ring elements
Ng � number of volume ring elements

n � refractive index
p � number of process
q � radiative heat flux
R � radius of preform, fiber, furnace, m

Sij � distance between surface or volume ring ele-
ments i and j

SjSi � direct exchange area between surface ring ele-
ment i and j

T � temperature, K
T� � runtime of the serial solution
T
 � runtime of the parallel solution

Greek Symbols

� � emissivity
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S

S

R

3

	i � angle between the direction normal to surface
ring element i and vector connecting surface
ring element i and j

� � wavelength
� � reflectivity
� � Stenfan–Boltzmann constant,

5.67051�10−8 W/ �m2 K4�
�i � azimuthal angle

uperscripts
1 � core
2 � cladding
3 � gas

ubscripts
f � fiber
i � surface or volume ring element i
j � surface or volume ring element j

� � spectral
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Finite Element Simulation for
Short Pulse Light Radiative
Transfer in Homogeneous and
Nonhomogeneous Media
With the rapid progress on ultrashort pulse laser, the transient radiative transfer in
absorbing and scattering media has attracted increasing attention. The temporal radia-
tive signals from a medium irradiated by ultrashort pulses offer more useful information
which reflects the internal structure and properties of media than that by the continuous
light sources. In the present research, a finite element model, which is based on the
discrete ordinates method and least-squares variational principle, is developed to simu-
late short-pulse light radiative transfer in homogeneous and nonhomogeneous media.
The numerical formulations and detailed steps are given. The present models are verified
by two benchmark cases, and several transient radiative transfer cases in two-layer and
three-layer nonhomogeneous media are investigated and analyzed. The results indicate
that the reflected signals can imply the break of optical properties profile and their
location. Moreover, the investigation for uniqueness of temporal reflected and transmitted
signals indicate that neither of these two kinds of signals can be solely taken as experi-
mental measurements to predict the optical properties of medium. They should be mea-
sured simultaneously in the optical imaging application. The ability of the present model
to deal with multi-dimensional problems is proved by the two cases in the two-
dimensional enclosure. �DOI: 10.1115/1.2430720�

Keywords: transient radiative transfer, finite element, absorbing and scattering media,
micro-scale, non-intrusive diagnostics
Introduction
In most studies, radiative transfer can be taken as a steady-state

rocess. The transient term of radiative transfer equation �RTE�
an be neglected. However, recent rapid advances in the
ltrashort-pulse laser have opened up many emerging areas. Ap-
lications span a broad range from material processing, particle
etection and sizing, remote sensing, to biomedical engineering,
tc. There has been increasing attention paid to the transient ra-
iative transfer in absorbing and scattering media, because the
ransient effects of radiation cannot be neglected in these applica-
ions. A booming application in this domain is optical tomography
OT�, which is able to detect tumors and other abnormalities hid-
en in biological tissues by utilizing the short-pulsed near infrared
aser. With several advantages over established imaging methods
uch as ultrasound, X-ray computed tomography, and magnetic
esonance imaging, the short-pulse near infrared laser is believed
o be a safer and cheaper alternative for traditional imaging tech-
iques. In fact, it has been proved that near infrared light passed
elatively easier through such structures as the skull, brain, and
reast due to less absorption and scattering. Furthermore, the tem-
oral radiative signals convey the additional information which is
ften not available in large pulse width or continuous wave lasers.

In this technique, the short-pulse laser irradiated to the surface
f biologic tissue is absorbed and scattered by the media. Trans-
itted and reflected optical signals are measured and compared
ith the results of forward calculation. Then, an inverse analysis

s used to reconstruct the medium internal structure or properties.
detailed depiction of this technique can be found in the litera-
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Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 22, 2005; final manuscript

eceived June 26, 2006. Review conducted by Costas Grigoropoulos.

ournal of Heat Transfer Copyright © 20
ture �1�. In order to obtain optical information of biologic tissue,
the accurate forward calculation is essentially important for in-
verse analysis and estimates �2�. However, the diffusion optical
tomography �DOT� is perhaps the most widely studied optical
imaging technique and commercial imaging systems based on
DOT have been developed in recent years. This model is con-
structed on the basis of diffusion approximation equation for ra-
diative transport �3�. Although in many cases it is indeed a good
approximation for describing light propagation in biological tis-
sues, several researchers �4–6� have reported the limits of this
approximation theoretically and experimentally. A restriction that
is often mentioned is that of high albedo �weak absorption or
albedo near one�. However, Brewster and Yamada’s work �5� in-
dicate that the albedo criterion for application of diffusion theory
to time-dependent scattering may be much less restrictive than
what is usually reported. Even then, Elaloufi et al. �6� have shown
that the diffusion approximation fails to describe both short- and
long-time radiation transport in optically thin slabs. Moreover,
their research also reveals that the diffusion approximation fails
for short times, even in the optically thick slabs. As a result,
alternatives to the diffusion approximation need to be formulated
for accurately predicting transient transport in optically thin and
heterogeneous media. Therefore, the simulation of transient radia-
tive transfer has received considerable concern over the past 5
years. Several numerical strategies have been developed, which
include the discrete ordinate method �DOM� �7,8�, finite volume
method �FVM� �9,10�, integral equation �IE� models �2,11�, and
Monte Carlo method �MCM� �12,13�. However, little information
about the finite element method �FEM� for transient radiative
transfer was reported until recently �14�.

As pointed out by Pontaza and Reddy �15�, the spatial discreti-
zation of the RTE by the FEM allows for the modeling of irregular

boundaries in two and three dimensions, the continuous represen-
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ation of spatially varying properties, and the ability to easily per-
orm h- and p-type refinements. Therefore, the FEM of radiation
eat transfer has been investigated by many researchers recently.
he standard Galerkin finite element method �GFEM� has been
eveloped and integrated with DOM to simulate the radiation
ransfer by Liu �16�. This model can solve anisotropic scattering
onveniently and need no complex integration and visibility judg-
ent. The accuracy of this model in absorbing and anisotropic

cattering media is investigated by An et al. �17�. The least
quares finite element method �LSFEM� �15� and discontinue fi-
ite element method �DFEM� �18� are also presented to analyze
he radiative transfer. However, all of these finite element methods
re used to simulate the steady radiative heat transfer. Although in
he previous work �14�, the transient diffuse radiation in the par-
icipating media has been solved by the LSFEM, the radiative
ransfer result from the short-pulse irradiation was not investi-
ated. In fact, the consideration for the interactive effect of colli-
ated light with the absorbing and scattering media can provide
ore practical simulation for optical imaging techniques. More-

ver, although the propagation of pulse light in the multi-layer
onhomogeneous media has already been extensively studied by
u and Hsu �19,20�, some significant phenomena and conclusive

nformation have not been clarified. Therefore, the objectives of
he present work are not only to extend the FEM to simulate the
ropagation of pulse light, but also to devote and supply signifi-
ant parameter analysis and the uniqueness investigation for the
nversion of optical imaging.

Due to the hyperbolic wave equation coupled with the in-
cattering integral term, the simulation of the transient radiative
ransfer is anything but a simple task. Additionally, the rapid-
hanged pulse irradiation is also a substantial challenge in the
tability and accuracy of numerical methods. Therefore, a least-
quares strategy was employed to eliminate the unrealistic oscil-
ations in the present study. The least-squares finite element for-

ulations for the steady-state radiative transfer were first
resented by Pontaza and Reddy �15�. In their study, the space-
ngle coupled and decoupled least-squares finite element models
ere proposed to simulate the radiative transfer in one-
imensional absorbing and scattering media. However, the space-
ngle coupled model is difficult to extend to multidimensional
roblems. Therefore, the present paper employs the space-angled
ecoupled model. Furthermore, a method based on DOM+ISW
21� for solid angle discretization is adopted to deal with the irra-
iative direction of collimated light.

In the following sections, detailed mathematic formulation and
omputational steps are given first. The present model is verified
y two benchmark solutions. Then, several transient radiative
roblems in two-layer or three-layer nonhomogeneous media are
nvestigated. The reflected and transmitted temporal signals are
nalyzed. The effect of albedo in the optically think media is also
nvestigated. Finally, two two-dimensional �2D� transient radiative
roblems are also simulated to show the ability of the present

Fig. 1 The physical model
odel to deal with multi-dimensional problems.

54 / Vol. 129, MARCH 2007
2 Mathematic Formulation

2.1 Transient Radiative Transfer Equation. For the partici-
pating media, the transient radiative transfer equation �TRTE� in
the Cartesian coordinate system can be written as

�I�r,�,t�
C � t

+
�I�r,�,t�

�s
= − ��a + �s�I�r,�,t� + �aIb�r,t�

+
�s

4�
�

��=4�

I�r,��,t�����,��d��

�1�

where I�r ,� , t� is radiative intensity, which is a function of posi-
tion r, direction �, and time t ;Ib�r , t�; is the radiative intensity of
black body; C is propagation speed of radiation transport in the
medium; and �a and �s are the absorption and scattering coeffi-
cient, respectively �see Fig. 1�. The ���� ,�� is the scattering
phase function between incoming direction �� and scattering di-
rection �. The second term on the left hand side of the equation
represents the gradient of radiative intensity in the direction �.
The three terms on the right side of the equation represent the
change in intensity due to absorption and outgoing scattering,
emission, and incoming scattering, respectively. When considered
the gray diffuse reflection boundary, the radiative boundary con-
dition can be written as follows.

I�rw,�,t� = �wIb�rw,t� +
1 − �w

�
�

n·���0

I�rw,��,t�

��n · ���d�� �n · � � 0� �2�

where I�rw ,� , t� is the intensity leaving the boundary; I�rw ,�� , t�
is the intensity arriving at the boundary; �w is the wall emissivity;
and n is the unit out-normal vector on the wall. If we consider the
transient radiative transfer with incident collimated irradiation, the
radiative intensity can be separated into two parts �22�

I�r,�,t� = Ic�r,�,t� + Id�r,�,t� �3�

where Ic�r ,� , t� is the attenuated intensity of the collimated light;
Id�r ,� , t� and is the diffuse intensity, which is the scattered radia-
tion into direction �. The Ic�r ,� , t� can be obtained by solving
the TRTE for the collimated beam. In the � direction, it can be
expressed as

Ic�r,�,t� = Iine
−	l�H�l* − l� − H�l* − lp

* − l��
�� − �0� �4�

where Iin is the initial intensity of incident radiation; the radiative
spreading distance in the medium l* is defined as l*=C · t; the lp

* is
defined as lp

* =C · tp; tp is the width of pulse; H and 
 represent
Heaviside step function and delta function respectively; l is the
distance between incident location and r; �0 is the direction of
the incident light; and 	 is the extinct coefficient.

2.2 Least-Squares Finite Element Formulations. To solve

transient radiative transfer
the TRTE numerically, the angular dependence has to be removed

Transactions of the ASME
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rst. Similar to the conventional DOM, the angular integration
ver 4� solid angles is replaced by summing up the function on a
nite number of discrete ordinate directions. For specific ordinate
irection m, its direction cosines along the coordinates x ,y, and z
an be denoted as �m ,�m, and m.

Then, the TRTE of m direction can be written as

�Im

C � t
+ �m

�Im

�x
+ �m

�Im

�y
+ m

�Im

�z
+ BIm = S �5�

here the simplified coefficients B and S are defined as

B = �a + �s −
�s

4�
�mmwm �6a�

S = �aIb +
�s

4� �
m�=1,m��m

M

Im��m�mwm� + S� �6b�

In Eq. �6b� M is the number of discrete directions; and the
ource term S� can be expressed as

S� =
�s

4�
Iine

−	s�H�l* − l� − H�l* − lp
* − l�����0,�� �7�

quation �5� is a hyperbolic partial difference equation with re-
pect to Im which can be solved by using the finite element
ethod. The weighted residual method applied to Eq. �5� provides

�
V

� �Im

C�t
+ �m

�Im

�x
+ �m

�Im

�y
+ m

�Im

�z
+ BIm − S	Wl dV = 0 �8�

here V is the domain of solution. By using the least-squares
nite element method, Eq. �8� can be rewritten in matrix form as

�K��In+1
m � = �K���In

m� + �R� �9�

here �K� is the stiffness matrix; �R� is the right side term; and

n+1
m is the radiative intensity in m direction at the �n+1�th instant.
t can be solved through the value of In

m. A detailed process and
he mathematic formulation of LSFEM for transient radiative
ransfer can be found in the literature �14�. It is worth mentioning
hat the stiffness matrix generated from the LSFEM is symmetric
nd positive-definite �SPD�, whereas that generated from the
alerkin finite element method is unsymmetric. Consequently,

toring the stiffness matrix for the LSFEM is inexpensive and
ome fast, robust iterative solutions for SPD matrix systems can
e employed. By solving Eq. �9�, the radiative intensity in the m
irection can be acquired. Similarly, we can write out the equa-
ions and obtain the radiative intensity in each discrete direction.

2.3 Discretization of Solid Angle. For solid angle discretiza-
ion, several strategies have been developed in the last three de-
ades. The Sn-type discretization and azimuthal discretization are
wo of the most widely used strategies. In our previous research
14�, the Sn-type discretization, which is always employed in the
OM, was introduced in the finite element model. However, the

raditional Sn-type discretization cannot deal with the collimated
adiative transfer due to the limited direction of the solid angle.
ertainly, some novel quadrature scheme such as the double cy-
lic triangles �DCT� quadrature, which was employed by Sakami
t al. �23�, can be used to replace the Sn quadrature. But it is
bvious that the DCT quadrature scheme is still not flexible
nough to deal with arbitrary direction incident. Although the azi-
uthal discretization which is always associated with the FVM is

ompetent to deal with the collimated radiative problem, previous
esearch shows this discretization can increase the ray effect �24�.
herefore, a method based on the discrete ordinate scheme with

nfinity small weight �DOM+ISW� �21� is adopted in the present
imulation. A sole, adjunctive direction with an infinitely small
eight is used to simulate the arbitrary direction of incident ra-

iative intensity. In the present model, the direction of the colli-

ournal of Heat Transfer
mated light is numbered as M +1; and the weight of the direction
is set to 10−10. The direction cosines �M+1, �M+1 and M+1 can be
set as 1.0, 0.0, and 0.0 precisely if the incident direction is parallel
to the x axis.

Compared with the other method, the DOM+ISW method is
very simple and doesn’t damage the moment condition of the Sn
discretization. It can be applied to any cases where the conven-
tional DOM is applicable. Its detailed process and study of accu-
racy can be found in the literature �21�. In the following subsec-
tion, the angle discretization employs the Sn-type quadrature
scheme based on the DOM+ISW method except for the special
announcement.

2.4 Treatment of Incident Pulse. Certainly, the collimated
radiative intensity on the sole direction Ic

M+1 can also be obtained
by the numerical simulation of FEM. However, the numerical
simulation for the Ic

M+1 can lead to two different kinds of errors:
the wiggle and numerical diffusion �25�, which affect the results
of FEM seriously. The other available technique is to utilize the
analytical solving technique for the incident pulse. That means the
transport of diffuse radiation Id is still solved by the numerical
simulation of FEM, whereas the spread of collimated light is ob-
tained by the precise analytical solving method. For the square-
wave pulse, the radiative intensity of collimated light can be writ-
ten as

Ic
M+1 = Iine

−	l�H�l* − l� − H�l* − lp
* − l�� �10�

If the temporal shape of pulse is the Gaussian type and has a
temporal duration tp at the full width half maximum �FWHM�, it
can be written as

Ic
M+1 = Iine

−	l · f�tp� �11�

where f�tp� is the shape function of temporal pulse about tp. The
detailed investigation and comparison for the different strategies
to deal with the steep incident pulse can be found in the literature
�25�.

2.5 Solution Method. The spatial discretization and compu-
tational processes in each discrete direction are the same, and the
radiative intensity in each direction is solved independently. The
boundary condition expressed in Eq. �2� should be imposed upon
Eq. �9� as the inflow boundary condition. Due to the dependence
of both source terms and boundary conditions on the radiative
intensities, global iterations are necessary at each time step. At the
outset, the source terms S in Eq. �6b� and irradiation should be
computed by the initial intensity. Then the matrix K ,K�, and right
hand term R in Eq. �9� are computed. Equation �9� is solved for
each direction. In each time step, the computational results replace
the previous ones and the iterative procedure will continue until
the convergence is met. The radiative intensities of nodes are
saved and taken as known conditions in the next time step. The
above processes are repeated until the defined end time. The
solver of the discretized equations is based on the preconditioned
conjugate gradients arithmetic.

3 Results and Discussion
Based on the above theories, a computer code is implemented.

In order to evaluate the accuracy of the present model, two bench-
mark cases are investigated first. In all of the cases, the numerical
solution was considered to be convergent when the relative error
of radiative intensity is less than 0.01%. All computations are
realized in a Personal Computer with AMD2100+CPU. The grid-
independent checks for all results have already been verified in the
present research. It is found that there is very little difference
�about 0.1%� between 50 nodes and 100 nodes for the following
cases. Therefore, the effect of spatial mesh can be ignored. All
computations of the present paper employed the Crank–Nicolson

time scheme because it has little numerical diffusion.
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3.1 Homogeneous Media With Continuous Light
rradiation. In the first case of a one-dimensional cold media, the
ptical thickness is 1.0 and the albedo is 0.5. Only the isotropic
cattering is considered. The wall is black and at a cold tempera-
ure �0 K�. A continuous incident light whose radiative intensity is

0 irradiates on the left wall at the initial time t=0. The dimen-
ionless radiative heat flux Q and incident radiation G in the me-
ia are, respectively, defined as

Q�x,t� =
1

I0
�

4�

I�x,�,t�cos�s,n�d� G�x,t� =
1

I0
�

4�

I�x,�,t�d�

�12�

here s represents the direction of the radiative intensity I; and n
s the direction of coordinate axis x. Tan and Hsu �2� investigated
his case by IE models and their results are believed to be the very
recise benchmark. Therefore, the results of the present FEM are
ompared with those of IE to evaluate the accuracy of the present
odel. The spatial domain is discretized into 100 uniform linear

lements and the solid angle discretization adopts the S20. With
he Galerkin time difference scheme, the time step is taken as
l*=C ·�t=0.01. The results of six different instants are shown in
igs. 2�a� and 2�b�.
As shown in Fig. 2, the results of FEM and IE are in good

greement. The maximum relative error is about 2.2%.

3.2 Two-Layer Nonhomogeneous Media With Short Pulse
ight Irradiation. As shown in Fig. 3, the short pulse light with
ulse width lp

* =3.0�10−4 m irradiates on the surface of the two-
ayer isotropic scattering media. In this case, the optical thick-
esses of the two-layer media are all 0.5. The albedoes of the
wo-layer media are 0.1 and 0.9, respectively. Two different situ-
tions, which the short pulse collimated light irradiated on the left
all and the right wall, respectively, were investigated using the

everse Monte Carlo Method by Lu and Hsu �19�. The present
odel employs 100 uniform linear elements for the spatial dis-

retization and the S20 for the solid angle discretization. The time
tep is taken as �l*=10−5 m.

It can be observed from Fig. 4 that the reflected signals pro-
uced by the left-incidence light and the right-incidence light are
bviously different. Due to scattering by the back media, the “lo-
al minimum” �19� or called “dual peak” phenomenon �20� can be
bserved at the l*=10−3 m instant in the reflected signal produced
y the left-incident light. An obvious bend �or slope change� can
lso be found at the same instant from the result produced by the
ight-incident light. Therefore, as pointed out by Lu and Hsu �19�,
he reflected signal contains considerable useful information
hich could be used to infer the structure and properties of media.

n addition, it is not difficult to find that using l* as the x coordi-
ation can easily infer the information of location where a break
f optical properties in medium happens. As shown in Fig. 4, the
esults of FEM and reverse Monte Carlo method �RMC� are in
ood agreement. The maximum relative error is about 3.0%.

Although Lu and Hsu �19� proposed the local minimum phe-
omenon and gave the condition that this phenomenon can be
roduced, the relationship between the structure of media and this
henomenon was not analyzed in their work. The present research
ill reveal this relationship in some nonhomogeneous cases.
The schematic diagrams of structure in the two-layer nonhomo-

eneous media are shown in Fig. 5. The locations of the interface
re 0.2, 0.5, and 0.8 m, respectively, in the three cases. Their
ptical properties are shown in Table 1. It can be easily found that
he optical thicknesses and albedos of two-layer media are equiva-
ent in the three cases. Therefore, it may be inappropriate using
he optical thickness and albedo to describe the nonhomogeneous

edia in the transient radiative transfer. The geometric informa-
ion should be provided at the same time. The present cases em-
loy 50 uniform linear elements for the spatial discretization and

he S20 for the solid angle discretization. The time step is taken as

56 / Vol. 129, MARCH 2007
�l*=C ·�t=10−2 m. The width of pulse is lp
* =0.3 m in these

cases. The results of reflectance and transmittance are shown in
Fig. 6. As shown in Fig. 6�a�, the instant at which the local mini-
mum took place varied with the location of interface. Accordingly,
one can infer the internal structure of the multi-layer media from
this variation. From Fig. 6�b�, one can hardly find an obvious sign

Fig. 2 The dimensionless heat flux and incident radiation in
one-dimensional slab at different time: „a… the dimensionless
heat flux; and „b… the dimensionless incident radiation. The op-
tical thickness is 1.0 and the albedo is 0.5.

Fig. 3 The structural and optical properties of the two-layer
media: the optical thicknesses of the two-layer media are all

0.5; their albedoes are 0.1 and 0.9, respectively
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bout the structure and properties of media, although they are
ifferent for the three cases. Therefore, the reflected signals may
lay a very significant role in the inversion of optical imaging.

Lu and Hsu �19� believe the “local minimum” can be produced
hen the following two conditions are met: the normalized pulse
idth is less than one and the preceding layer scattering coeffi-

ient is less than that of the following layer. However, the follow-
ng cases will indicate that the above conditions are not sufficient
onditions for this phenomenon.

The optical properties of three cases are listed in Table 2. Their
tructures are similar to Case 1. The computational conditions
uch as the spatial, solid angle meshes, and the time step are the
ame as the above cases. As shown in Fig. 7, a local minimum can
bviously be observed in the reflectance of Case 4. However, with
he increase of optical thickness, it becomes very obscure in the
esult of Case 5. In the result of Case 6, the local minimum dis-
ppears completely. This can be explained as follows: a majority
f the scattering energy produced by the second layer is absorbed

ig. 4 The reflectance in the two-layer inhomogenous media:
he results of the left-incident and right-incident light

ig. 5 The schematic diagram for Cases 1–3: the locations of
he interface are 0.2, 0.5, and 0.8 m, respectively. The optical
hicknesses and albedos of two-layer media are equivalent in
he three cases.

able 1 The structural and optical parameters of two-layer me-
ia for Cases 1–3a

ase L �a1 �s1 �a2 �s2

0.2 4.5 0.5 0.125 1.125
0.5 1.8 0.2 0.2 1.8
0.8 1.125 0.125 0.5 4.5

−1
The unit of length is m, the unit of absorbing and scattering coefficient is m .

ournal of Heat Transfer
by the first layer in the process of reflecting to the front surface,
where the remnants are less than the scattering energy produced
by the first layer. In fact, a short enough pulse is necessary in
order to obtain high spatial resolution. But the “dual peak” phe-
nomenon is a special phenomenon that can only occur under a
special condition. We believe that it might not appear under the
majority of optically thick conditions that are prevalent in the
biologic tissue. However, as shown in Fig. 7, the reflected signals
can still imply the occurrence and location of the break of optical

Fig. 6 The reflectance and transmittance in the two-layer me-
dia for Cases 1–3: „a… the reflectance; and „b… the transmittance

Table 2 The optical parameters of two-layer media for Case 4
to 6a

Case �1+2 �a1 �s1 �a2 �s2

4 1.0 2.25 0.25 0.0625 0.5625
5 2.0 4.5 0.5 0.125 1.125
6 4.0 9.0 1.0 0.25 2.25

a −1
The unit of absorbing and scattering coefficient is m .
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roperties even if the local minimum does not happen. Accord-
ngly, as long as an obvious bend can be observed from the result
f a reflected signal, a break of optical property exists determi-
ately.

3.3 Three-Layer Nonhomogeneous Media With Short
ulse Light Irradiation. The analysis of uniqueness for the result

s very important in solving the inverse problem. The present
ases do service for this objective. The transient radiation in three-
ayer nonhomogeneous media is investigated in the present re-
earch. The schematic diagram and the optical properties of the
edia are shown in Fig. 8. The absorbing and scattering coeffi-

ients of the two side layers are 0.25 m−1 and 2.25 m−1, respec-
ively. The absorbing and scattering coefficients of the middle
ayer are 18.0 m−1 and 2.0 m−1 in Case 1. They become 8.0 m−1

nd 2.0 m−1 in Case 2. The present model employs 50 uniform
inear elements for the spatial discretization and the S20 for the
olid angle discretization. The time step is taken as �l*=10−2 m.
he width of pulse is lp

* =0.1 m in these cases. The reflectance and
ransmittance of the three cases are shown in Fig. 9. It can be
bserved from Fig. 9�a� that the reflected signals are very close in
he majority of time for the two cases. Although the optical prop-
rties of the middle layer are drastically different, the difference
etween the reflectance of the two cases reached 20% only at the
onger instant. However, the transmitted signals of the two cases
re obviously different. This means that the reflected signal alone
annot provide sufficient information for effective inversion under
ome situations. A similar status can also occur in the transmitted
ignal under some situations such as Cases A11 and A14 in Ref.
19� in which the distribution of scattering coefficients of those

ig. 7 The reflectance in the two-layer media for Cases 4–6:
he “dual peak” phenomenon can be observed in Case 4, but
annot be founded in Cases 5 and 6

ig. 8 The schematic diagram for the three-layer media: the
bsorbing and scattering coefficient of the two side layers are
.25 m−1 and 2.25 m−1, that of the middle layer are 18.0 m−1 and

−1 −1 −1
.0 m in Case 1. They become 8.0 m and 2.0 m in Case 2.

58 / Vol. 129, MARCH 2007
cases is reversed, whereas their transmittance curves are very
close. This illuminates that the transmitted signal cannot precisely
and apparently respond to the changes of the optical properties. In
a word, none of the reflected and transmitted signals can be solely
taken as experimental measurements to predict the optical proper-
ties of the medium. These two kinds of signals should be mea-
sured simultaneously in the optical imaging application. More-
over, the time of sampling should be extended to a comprehensive
distribution.

3.4 Effect of Albedo in the Optically Thick Media. Brew-
ster and Yamada �5� first proposed that the albedo criterion for
application of diffusion theory to time-dependent scattering may
be much less restrictive than what is usually reported. The author
investigated the temporal reflectance in a semi-infinite optically
thick slab by the MCM and diffusion approximation model. To
validate their conclusion, a similar case is designed to investigate

Fig. 9 The reflectance and transmittance in the three-layer me-
dia: „a… the reflectance; and „b… the transmittance. The reflected
signals are very close in the majority of time for the two cases.
The transmitted signals are obviously different.
the effect of albedo in the optically thick media by the LSFEM. In

Transactions of the ASME
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his case, the isotropic scattering media is considered. The optical
hickness is set to 500 to approximate the semi-infinite optically
hick media. The results of different albedo are compared with
hat of Ref. �5�.

It can be seen from Fig. 10 that the results of LSFEM agree
ith that of Monte Carlo and diffusion approximation at �=0.1

nd �=0.5. For the situation of �=0.9, the result of LSFEM has
imilar declining trade with that of the MCM. A probable cause of
isagreement can be attributed to the limited optical thickness for
he present case. Therefore, as pointed by Brewster �5�, we can get
he same conclusion that the albedo criterion for application of
iffusion theory is not necessary.

3.5 Two-Dimensional Homogeneous Media With Short
ulse Light Irradiation. The transient radiative transfer in two-
imensional isotropic and anisotropic scattering media is ana-
yzed. In this case, the medium is contained in a rectangular en-
losure with the optical thickness �x=�y =10 and the albedo is
.998. The left wall is irradiated by a collimated beam whose
emporal pulse shape is a square wave. The width of pulse is lp

*

0.1 m. The linear scattering phase function is considered as

����,�� = 1 + a���� + ��� + �� �13�

ositive and negative values of the coefficient a correspond to
orward and backward scattering phase functions, respectively.
he space and solid angle discretization employ 20�20 quad-

angle elements and the S8 scheme, respectively. The time step is
aken as �l*=0.02 m. As shown in Fig. 11, the results of FEM and
OM �23� are in good agreement. The maximum relative error is

bout 3.0%. This indicates that the present model can simulate the
ransient radiative transfer in the multidimensional anisotropic
cattering media accurately and effectively.

3.6 Two-Dimensional Nonhomogeneous Media With Short
ulse Light Irradiation. As shown in the Fig. 12, a two-
imensional �2D� square inhomogeneous media is considered in
his case. The width of the square is 1.0 m. The absorbing and
sotropic scattering coefficients of background media are 0.01 m−1

nd 1.99 m−1, respectively. There is a square core with 0.2 m
idth at the center of the background media. The absorbing and

cattering coefficients of the core are 0.05 m−1 and 9.95 m−1, re-
pectively. With the time width lp

* =0.1 m, a bundle of pulse light
rradiates on the center of the left boundary of the square media.

ig. 10 Effect of albedo in the optically thick media: the albe-
os are 0.9, 0.5, and 0.1, respectively
he spatial width of pulse light dp is 0.1 m. The reflected and

ournal of Heat Transfer
transmitted signals of different boundary location are simulated by
the present method. In the simulation, the spatial discretization
employs 40�40 uniform quadrilateral mesh. The solid angle dis-
cretization is the S12 scheme. The time step is �l*=C·�t
=0.02 m. The reflected signals on the left boundary areshown in
Fig. 13�a�. The transmitted signals on the top and right boundary
are shown in Figs. 13�b� and 13�c�.

From Fig. 13�a�, it can be found that the instants of each point
on the left boundary at which the reflected signals begin appearing
is different. The farther a point is away from the incident source,
the later it is to obtain the reflected signals. The reflected signal at
point 1 is the most intensive. The “dual peak” phenomenon can be
observed from all of the reflected signals at the left boundary.
With the increase of distance from the source, the intensity of the
second peak at point 2-4 gradually becomes weaker. After the
point l*=2.2 m, the declining speed of reflectance at each point is
nearly the same.

Fig. 11 The reflectance and transmittance in the two dimen-
sional homogeneous media: „a… the reflectance; and „b… the
transmittance. The optical thickness �x=�y=10 and the albedo
is 0.998.
The results of transmitted signal at the top boundary are shown

MARCH 2007, Vol. 129 / 359
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360 / Vol. 129, MARCH 2007
in Fig. 13�b�. It is similar to the reflected signals at the left bound-
ary that the farther a point is away from the incident source, the
later it is to obtain the radiative signals. But compared with the
reflected signals of the left side, the variation of the signal inten-
sity at different points on the top side is peculiar. Although the
instant of point 7 at which the scattering signals begin appearing
is later than that of points 5 and 6, its transmittance is more
intensive. Moreover, the dual peak phenomenon doesn’t occur at
points 8 and 9. Therefore, point 7 is the critical point. A probable
explain is that at this critical point, the increase of transmittance
evoked by the incident pulse is immersed, before it begins to
decline, by the scattering energy produced by the high scattering
core. At points 8 and 9, the increase of transmittance can be at-
tributed to the scattering energy produced by the core. Therefore,
the dual peak doesn’t occur at points 8 and 9.

It can be found in Fig. 13�c� that the dual peak phenomenon
doesn’t occur on the right boundary. The instants of each point at
which the transmitted signals begin appearing are very close. But
the peak value of transmittance is gradually decreased with the

geneous media: „a… the reflectance at points 1–4; „b… the
ig. 12 The schematic diagram for the two-dimensional inho-
ogeneous media: the absorbing and isotropic scattering co-

fficients of background media are 0.01 m−1 and 1.99 m−1, re-
pectively; they become 0.05 m−1 and 9.95 m−1 in the center
ore
Fig. 13 The detected signals on the boundary of 2D inhomo

10–14
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ncreasing distance away from the incident source. Similarly, after
he point l*=2.2 m, the declining speed of transmittance at each
oint is nearly the same.

Conclusion
In the present research, a finite element model is developed to

imulate the interactive effect between the pulse light and the
articipating media. The model is based on least-squares varia-
ional principles and discrete ordinary method. A novel solid angle
iscretization based on the DOM+ISW method is proposed to
imulate the arbitrary direction of the incident pulse light. The
east-squares strategy in the space discretization not only produces

smooth result but also leads to a symmetric positive definite
oefficient matrix which can be stored inexpensively and effi-
iently. Verified by some benchmark cases, the results of LSFEM
how a good agreement with that of IE and RMC. Several results
n the two-layer or three-layer nonhomogeneous media indicate
hat the reflected signals imply significant information about the

edia. The reflected signals can denote the break of optical prop-
rties as well as the information about the internal structure.
herefore, the reflected signals should be taken as important data

n the inversion of optical imaging. The investigation into the
niqueness of the result indicates that none of the reflected and
ransmitted signals can solely be taken as experimental measure-

ents to predict the optical properties of the medium. These two
inds of signals should be measured simultaneously in the optical
maging application. Moreover, the time of sampling should be
xtended to a comprehensive distribution. In addition, the case of
ptically thick media indicates that the albedo criterion for appli-
ation of diffusion theory is not necessary. The last case in the
wo-dimensional enclosure proves the ability of the present model
o deal with multi-dimensional problems.

cknowledgment
The support of this work by National Natural Science Founda-

ion of China �Grant No. 50576019� is gratefully acknowledged.
he authors wish to thank Professor P. F. Hsu of Florida Institute
f Technology for providing the structural information used in
ig. 3.

omenclature
B � modified extinction coefficient, Eq. �6a�
C � propagation speed of radiation transport in the

medium
G � dimensionless incident radiation, Eq. �12�
H � the Heaviside function
I � radiative intensity, W/ �m2 sr�

K ,K� � stiffness matrix of finite element
M � number of discrete directions
Q � dimensionless radiative heat flux, Eq. �12�
S � modified source function, Eq. �6b�
R � right side term of finite element
V � the domain of solution

Wl � the weight function of finite element
a � the coefficient in Eq. �13�

dp � spatial width of pulse light
l � distance

l* � the radiative spreading distance in the medium,
m

lp
* � the product of time and the width of pulse, m

�l* � the product of the time step and the speed of
light, m

nw � unit normal vector of boundary surface
r � the location

sm� � unit vector in the direction, m�
t � the time, s

w
m� � angular weight of solid angle, m�

ournal of Heat Transfer
x ,y ,z � coordinate directions
� � solid angle, sr
� � scattering phase function
� � emissivity

�a � absorption coefficient, m−1

�s � scattering coefficient, m−1

	 � extinct coefficient
� � scattering albedo
� � optical thickness

� ,� , � direction cosines

 � the Delta function

Subscripts
b � blackbody
c � collimated
d � diffuse
n � time step
p � pulse
w � wall

Superscript
m ,m� � indices for ordinate directions
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A Boundary Element Method
for Evaluation of the Effective
Thermal Conductivity
of Packed Beds
The problem of evaluating the effective thermal conductivity of random packed beds is of
great interest to a wide-range of engineers and scientists. This study presents a boundary
element model (BEM) for the prediction of the effective thermal conductivity of a two-
dimensional packed bed. The model accounts for four heat transfer mechanisms: (1)
conduction through the solid; (2) conduction through the contact area between particles;
(3) radiation between solid surfaces; and (4) conduction through the fluid phase. The
radiation heat exchange between solid surfaces is simulated by the net-radiation method.
Two regular packing configurations, square array and hexagonal array, are chosen as
illustrative examples. The comparison between the results obtained by the present model
and the existing predictions are made and the agreement is very good. The proposed
BEM model provides a new tool for evaluating the effective thermal conductivity of the
packed beds. �DOI: 10.1115/1.2430721�
Introduction
Heat transfer through a packed bed is of great interest in nu-
erous industrial thermal systems, such as catalytic reactors �1�,

rying processes �2�, processes involving transpiration cooling
3�, high-performance cryogenic insulation �4�, etc. Knowing the
hermal properties of these materials, especially the effective ther-

al conductivity, is essential to allow correct design of these ther-
al systems. Many theoretical models for predicting the effective

hermal conductivity of a packed bed have been reported. Most of
he existing models are based on the so-called “unit cell method”
5–16�, in which some unit cell is regarded as representative for
he whole bed. Three heat transfer modes—conduction, convec-
ion and radiation—are arranged in series and/or in parallel in the
nit cell. The unidirectional heat flow that leads to easy computa-
ion is usually assumed. For example, Yagi and Kunni �5� pro-
osed a correlating formula for the effective thermal conductivity
ased on a unit cell, in which a portion of the heat is conducted by
he solid, a portion by the fluid, and the rest of heat by a

ultilayer system consisting successively of a layer of the solid
nd a layer of the fluid. Zehner and Schlunder �6� presented an
nalytical expression by choosing a cylindrical unit cell, in which
eat is transferred by conduction through two parallel paths: con-
uction through the gas-filled voids in the outer cylinder and con-
uction through the solid and gas phases in the inner cylinder. The
nit cell method can give satisfactory predictions only when the
onstituent thermal conductivities are of the similar magnitude
17,18�.

In recent years, a new method based on particle-size scale is
eceiving more and more attention �19–21�. In this method, the
eometrical details between two touching deformed particles are
onsidered to a more or less extent, and a representative
emperature—usually the temperature at each particle center—in
he packed bed can be calculated. The constriction resistance to
eat flow between two touching particles is calculated first by
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some methods, and then a linear system of simultaneous equations
is established based on the thermal equilibrium requirement for
each particle. These equations can be solved to obtain the tem-
peratures at all particle centers. The effective thermal conductivity
is finally determined according to the particle-center temperature
distribution. For instance, Argento and Bouvard �19� calculated
the constriction resistance between two touching spheres by using
the finite element method and then established a linear system of
simultaneous equations. Cheng et al. �20� employed the Voronoi
polyhedron to represent the structure of random packing com-
posed of monosized spheres. Based on this structure, they ob-
tained the integral expressions of heat flux between two spheres
and a linear system of simultaneous equations was established.

Theoretically, the temperature field in the whole packed bed can
be obtained by solving the conduction differential equations in the
solid and liquid phases with a continuous temperature and heat
flux boundary condition at the solid–fluid interfaces �22�. The ef-
fective thermal conductivity can then be determined by the tem-
perature field. This approach is subparticle scale in nature, which
is expected to be able to give the most “exact” solutions since
almost no assumption is introduced in the whole solution process.
However, the irregular geometries at the solid–solid and solid–
fluid interfaces necessitate very high computer time and storage.
Among the existing numerical methods, the finite difference
method �FDM� is not convenient for the establishing of such a
model due to its poor adaptability to complex geometry. The finite
element method �FEM� appears to be a suitable candidate since
the grid-generation in FEM is flexible, but it is still a domain-
based numerical method that requires discretizing the space ev-
erywhere inside the entire computation domain. Particularly, an
extremely fine mesh is needed near the point of contact between
particles. Accordingly, a very large computer memory is required
to store the space-discretizing information. Therefore, both FDM
and FEM are not appropriate to establish such a subparticle scale
model.

The boundary element method �BEM� �23–27� converts the
partial differential equation into boundary integral equation and
thus is referred to as the “boundary-only method.” Although the
particle number is usually very large in a simulation, the compu-
tational cost is expected to be acceptable since only boundary

discretization is required. Furthermore, the BEM has very strong

MARCH 2007, Vol. 129 / 36307 by ASME
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daptability to complex geometry involved in the packed bed. The
nknowns in the BEM simulation are the temperatures and heat
uxes on the domain boundary, which allows us to combine the
EM with the thermal radiation in an efficient way because radia-

ion is also a surface behavior for the case where the solid phase is
paque and the fluid phase is nonparticipating. The foregoing ad-
antages of BEM make it an ideal tool to analyze the combined
onduction/radiation heat transfer in a packed bed.

This study develops a boundary element method for the predic-
ion of the effective thermal conductivity of a two-dimensional
acked bed. The boundary element formulation, net-radiation
ethod, and the iterative solution procedure for the coupled

onductive/radiative heat transfer are described in detail for two
egular packing configurations—square array and hexagonal array.
he predicted results are compared with the existing theoretical
redictions and good agreement is found.

Mathematical Formulation

2.1 Physical Model and Boundary Discretization. Figure 1
llustrates two regular packing structures, namely square array and
exagonal array �alternatively, the terms “in-line arrangement”
nd “staggered arrangement” have also been used, for example, in
ef. �14�� that will be studied. Figure 2 shows the Cartesian co-
rdinate system and the discretization of the boundaries for a
quare array including 20 particles. In our real simulation, how-
ver, packed beds can include hundreds of particles in order to
btain physically meaningful results.

The whole packed bed is bounded by two horizontal plates and
wo vertical plates and some external compression loads are ex-
rted on the bounding plates. As a result, all the particles in the
acked bed are subject to deformation at the particle–particle con-
act point. Although the particle–particle contact areas can be cal-

Fig. 1 Two-dimensional regular packing structure
Fig. 2 Coordinate system and di

64 / Vol. 129, MARCH 2007
culated by the theory of contact mechanics �28�, the details of
contact mechanics will not be considered in this study for simplic-
ity. It is worth noting that, in Fig. 2, the sizes of all the particle–
particle contact areas, as well as the bounding plate–particle con-
tact areas, are depicted in an exaggerated way for clarity �in
practice, the ratios of contact size to particle size are usually very
small, e.g., 0.01�. Since the thermal conductivity of the solid
phase is different from that of the fluid phase, the entire packed
bed domain will be divided into two subregions: solid and fluid. In
addition, the boundary of the solid region can be further divided
into external boundary and internal boundaries due to the presence
of the fluid-filled voids.

The heat transfer occurring in the fluid-filled voids immediately
adjacent to the bounding plates �e.g., the void 3-4-5-6-7-3 in Fig.
2� is not considered in the heat transfer computation, which may
cause the so-called “wall effect.” In this study, the wall effects are
removed by increasing the number of particles, as is usually done
in previous studies �19,20�. All the external boundary nodes of the
solid region are subject to a zero heat flux boundary condition
except those nodes located at the top or bottom bounding plates
where a constant temperature boundary condition is applied �Tt at
top bounding plate and Tb at bottom bounding plate�.

For the case shown in Fig. 2, the boundary of the solid phase is
discretized into 196 constant boundary elements �100 elements on
the external boundary and 96 elements over the 12 internal bound-
aries�. The boundary nodes, where the unknown values �tempera-
ture or heat flux� are to be solved, are located at the middle of
each boundary element. In addition, special care is given to the
numbering of the boundary nodes. As shown in Fig. 2, for the
external boundary of the solid region, the numbering scheme is
defined in the counterclockwise direction, whereas for the internal
boundaries the numbering scheme is defined in the clockwise di-
rection. For the boundary of the fluid region or “fluid-filled
voids,” the numbering scheme is defined in the same direction as
that of the internal boundary of the solid region. To capture the
drastic temperature variation near the particle–particle contact
point, fine mesh is generated in the vicinity of contact point and
coarse mesh is generated elsewhere �this feature is not shown in
Fig. 2 for the clearness of the figure�.

2.2 Boundary Element Scheme. It is assumed that the solid
and fluid phases in the packed bed are homogeneous and isotropic
media. The two-dimensional steady heat conduction in the solid
and fluid phases of the packed beds in Cartesian coordinates are
described by the Laplace equations
scretization of the boundaries

Transactions of the ASME
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�2Ts

�x2 +
�2Ts

�y2 = 0 in �s �1�

�2Tf

�x2 +
�2Tf

�y2 = 0 in � f �2�

here �s and � f are solid and fluid regions, respectively.
The boundary conditions of the problem are as follows

Ts = Tt on �et �3�

Ts = Tb on �eb �4�

− ks

�Ts

�ns
= 0 on �er �5�

Ts = Tf on �i �6�

ks

�Ts

�ns
= − kf

�Tf

�nf
− qr� on �i �7�

here �et is the external boundary of solid region located at the
op bounding plate; �eb is the external boundary of solid region
ocated at the bottom bounding plate; �er is the rest part of the
xternal boundary of solid region excluding �et and �eb �the total
xternal boundary of the solid region is �e=�et+�eb+�er�; �i is
he internal boundary of the solid region �the internal boundary of
he solid region is composed of many sub-boundaries, which con-
titute the solid–fluid interface; and �i represents the sum of all
hese sub-boundaries�; and qr� is the radiative heat flux on the
nternal boundaries of the solid region. Equations �6� and �7� ful-
ll the requirement of the continuous temperature and heat flux
ondition at the solid–fluid interface. In the numerical solution
rocedure, iteration between solutions of solid and liquid phase is
eeded in order to satisfy Eqs. �6� and �7�.

The boundary element method will be briefly described using
he solid phase as an example. When the solid phase is the present
omputational domain, and the normal temperature derivatives on
he solid–fluid interface, �Ts /�ns, are obtained from the solution
f the fluid phase. Therefore, the boundary condition in Eq. �7�
an be written as

�Ts

�ns
= qs on �i �8�

here qs is the normal temperature derivative on the solid–fluid
nterface

qs = −
kf

ks

�Tf

�nf
−

qr�

ks
�9�

Equations �1�, �3�–�5�, and �8� form the closed mathematical
escription for the BEM simulation in the solid region. It can be
een that essential boundary conditions are imposed on �et+�eb,
hereas natural boundary conditions are exerted on �er+�i. The
athematical description for the BEM simulation in the solid re-

ion can be rewritten in a more compact form as follows

�2Ts = 0 in �s �10�

Ts = Ts in �et + �eb �11�

�Ts

�ns
= qs in �er + �i �12�

here �2 is the Laplace operator.

Applying a weighted residual formulation to Eq. �10� yields

ournal of Heat Transfer
�
�s

��2Ts�T* d� =�
�er+�i

�qs − qs�T*d� +�
�et+�eb

�Ts − Ts�q* d�

�13�

where qs=�Ts /�ns; q*=�T* /�ns; and T* is the weighting function,
which is the fundamental solution to the Laplace equation subject
to a concentrated unit heat source, and is given by �for a two-
dimensional problem�

T* =
1

2�
ln�1

r
� �14�

where r is the distance from a “source point” i �i.e., the point of
application of the concentrated unit heat source� to any field point.

Integrating the left-hand side of Eq. �13� by parts twice gives

�
�s

Ts��2T*�d� = −�
�er+�i

qsT
* d� −�

�et+�eb

qsT
* d�

+�
�er+�i

Tsq
* d� +�

�et+�eb

Tsq
* d�

= −�
�s

qsT
* d� +�

�s

Tsq
* d� �15�

where �s is the total boundary of the solid region, �s=�et+�eb
+�er+�i.

The properties of the fundamental solution T* lead to the fol-
lowing integral expression

Ts
i +�

�er+�i

Tsq
* d� +�

�et+�eb

Tsq
* d�

=�
�er+�i

qsT
* d� +�

�et+�eb

qsT
* d� �16�

Equation �16� is valid for any point inside the domain �s. If we
take the point i to the boundary, the boundary integration equa-
tion, which only involves boundary integration, is obtained as
follows

ciTs
i +�

�er+�i

Tsq
* d� +�

�et+�eb

Tsq
* d�

=�
�er+�i

qsT
* d� +�

�et+�eb

qsT
* d� �17�

where the coefficient ci is a function of the solid angle of the
boundary at point i. ci takes the value of 0.5 on a smooth bound-
ary, which is the case in this study since the constant boundary
elements are adopted.

If we discretize the boundary into a series of elements, a linear
system of equations will result. After solving these equations, the
unknowns on the boundary can be obtained. Once all the normal
derivatives and temperatures on the boundary are known, the tem-
perature at any points inside the region �s can be computed using
Eq. �16�.

The effective thermal conductivities of the packed bed are com-
puted by

ke =
Q

A ·
�Tt − Tb�

H

�18�

After the temperatures on the internal boundary of the solid
region are obtained, the BEM simulation is performed in each
fluid-filled void. It should be pointed out that, in these regions,
special attention should be paid to the calculation of the normal to

the boundary since the boundary-node numbering scheme is de-
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ned in the clockwise direction, which is in contrast to that of the
olid region. On the whole, the BEM simulation in the fluid-filled
oids region is similar to that in the solid region and will not be
iven here.

2.3 Radiation Heat Transfer. Radiation becomes important
t high temperatures. The present BEM model takes the radiation
etween solid surfaces into account. It is assumed that the solid
hase is opaque and its surface is diffuse and gray. The fluid in the
oids is considered a nonparticipating medium. The radiation heat
xchange occurs among the solid surfaces surrounding the fluid-
lled voids. For two-dimensional packed beds, the solid surfaces
urrounding a fluid-filled void usually constitute a closed cavity
nd therefore the radiation problem becomes one occurring in a
losed cavity. Figure 3 shows the two geometries of the fluid-
lled voids for the two regular packings depicted in Fig. 1. For
andom packing, the problem will become more complicated be-
ause the solid surfaces surrounding a fluid-filled void may not
orm a closed cavity �there are openings on the boundary�. This
eans that the radiation rays can travel from the one fluid region

o another, which is considered a long range effect �29�. The ex-
ension of the present work to random packing structures is
nderway.

To illustrate the key features of the present radiation model, the
ase shown in Fig. 3�a� will be considered. The boundary of the
uid-filled void is composed of four convex solid surfaces and

here are eight boundary elements on the boundary. For simplicity,
t is assumed that the enclosure �i.e., the fluid-filled void� is com-
osed of four radiation surfaces �i.e., surfaces AB, BC, CD, and
A� disregarding how many boundary elements there are on the
oundary in the BEM simulation. With this assumption, the view
actors between the four surfaces can be calculated by Hottel’s
rossed-string method �30� with considerable ease. For instance,
he view factor from surface AB to BC is calculated by

FAB−BC =
AB + BC − AC

2AB
�19�

here AB, BC are, respectively, the path lengths of the curves AB
nd BC; and AC is the length of the line joining the points A and

Fig. 3 Geometries of the fluid-filled voids
. The view factor from surface AB to CD is computed by

66 / Vol. 129, MARCH 2007
FAB−CD =
AC + BC − BC − DA

2AB
�20�

where DA is the path length of the curve DA; and BD is the length
of the line joining the points B and D. Since four surfaces of the
void are all convex, the view factor between a surface and itself is
zero.

The radiative heat exchange between the solid surfaces is com-
puted by using the net-radiation method �30�. By applying this
method, the following system of equations can be obtained

Ji − �1 − �i��
j

FijJj = �i�Ti
4 �21�

where �i is the emissivity of surface i.
In Eq. �21�, Ti is calculated in the following way. Once the

BEM simulation is performed in the solid region, all the tempera-
tures on the solid boundary surrounding a fluid-filled void are
known. The temperatures of the surfaces AB, BC, CD, and DA are
taken as the arithmetic mean of the temperatures of the boundary
elements on that surface. For instance, the temperature of surface
AB is calculated by

TAB =
T1 + T2

2
�22�

where T1 and T2 are the temperatures of the boundary elements 1
and 2 in Fig. 3.

After all the outgoing radiative flux, Ji, are obtained from Eq.
�21�, the net heat loss of each surface is

qi� = Ji − �
j

FijJj �23�

where a positive q� means a certain amount of heat should be
supplied to the surface in order to maintain the present tempera-
ture of this surface. Conversely, a negative q� implies a certain
amount of heat should be removed from the surface in order to
maintain its temperature. It is worth noting that qr� in Eq. �7� is
identical to q� in Eq. �23�.

2.4 Iteration Solution Procedure. Due to the presence of a
nonlinear radiative boundary condition, it is necessary to perform
an iterative solution procedure in order to obtain the solution of
Eqs. �1�–�7�. The iteration solution procedure is as follows:

1. Make an initial guess for the normal temperature derivatives
on the solid–fluid interface;

2. Perform the boundary element simulation in the solid re-
gion;

3. After step 2, the temperatures on the solid–fluid interface are
known. The radiative heat flux qr� can thus be calculated by
the net-radiation method; the conductive heat flux
−kf �Tf /�nf at the solid–fluid interface can be computed by
performing boundary element simulation in the fluid-filled
voids;

4. Using the most recently obtained value of the combined heat
flux �i.e., −kf �Tf /�nf −qr�, obtained by step 3� as the input
heat flux on the solid–fluid interface, go back to step 2 and
perform the boundary element simulation in the solid region
again; and

5. Repeat the foregoing solution process until the changes of
the combined heat flux on the solid–fluid interface �i.e.,
−kf �Tf /�nf −qr�� become smaller than a prescribed minor
tolerance �e.g., 10−6�.

3 Results and Discussion
A BEM computer code has been developed based on the model

described in the preceding section. For simplicity, it is assumed
that the deformations at all contact points are identical �31�. For

the square array and hexagonal array packings, the void fraction is
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ound to be a function of the ratio of contact radius to particle
adius. Because of the periodicity of the packing structure, the
oid fractions for these two packing systems can be obtained from
he unit cells as illustrated Fig. 4, where rc and rp are the contact
adius and particle radius, respectively. The void fraction for the
quare array packing is calculated by

� = 1 −

�	1 − �2 +
�

4
− arcsin �

1 − �2 �24�

here � is the ratio of contact radius to particle radius, �=rc /rp.
he void fraction for the hexagonal array packing is computed by

� = 1 −

	3 · ��	1 − �2 +
�

6
− arcsin ��

1 − �2 �25�

he relationship between the ratio of contact radius to particle
adius and the void fraction can be seen more clearly in Table 1.
or the same deformation, the hexagonal array is a more closed
acking than the square array. The void fraction corresponding to
he case �=0.01 is very close to that of point contact, therefore the
imulation case �=0.01 can be approximately regarded as the case
f point contact.

As stated earlier, heat transfer occurring in the fluid-filled voids
mmediately adjacent to the bounding plates is not considered, so
omething should be done first to remove the “wall effects.” Fig-
re 5 shows the effect of particle number on the effective thermal
onductivity. Similar results are obtained for other rc /rp and ks /kf
alues. It is seen that, to obtain stable calculating results, 20 par-
icles are sufficient for square array packing and 120 particles are
equired for hexagonal array packing. This is because the wall
ffect for the hexagonal array is more notable than that for the
quare array packing. It is should be pointed out that, in this study,
ll the calculations are performed on a personal computer �Intel
entium® IV 2.4 GHz with 256 MB memory�. For the square
rray packing including 20 particles, one numerical case costs
bout 30 min of CPU time; for the hexagonal array packing in-
luding 120 particles, the CPU time is about 200 min.

One of the advantages of the present BEM method is that the
emperature at any point within the packed bed can be determined
ccurately according to the calculated boundary values using Eq.

Fig. 4 Calculation of void fraction

able 1 Relationship between the void fraction and ratio of
ontact radius to particle radius

atio of contact radius to
article radius �=rc /rp

Void fraction �

Square array Hexagonal array

.3 0.1573 0.0386

.2 0.1874 0.0650

.1 0.2073 0.0851

.05 0.2127 0.0910

.01 0.2145 0.0930
oint contact 0.2146 0.0931
ournal of Heat Transfer
�16�. Figures 6 and 7 show the temperature distributions in local
regions �to be more representative, these local regions are delib-
erately chosen to be located at the whole-bed center� for square
array and hexagonal array. It is seen that the isotherm lines are
much denser in the vicinity of the particle-to-particle contact area.
This indicates that the heat flux constriction effect due to particle
contact can be well captured by the present boundary element
model. In addition, the symmetry of these temperature distribu-
tions agrees well with the regular packing features of the two
packed beds.

Figure 8 presents a comparison of the results obtained by the
present model with those obtained by previous models �radiation
is not considered in Fig. 8�. The maximum and minimum values
of the thermal conductivity of a solid–fluid two phase packing
system are also shown in this figure. According to Ref. �22�, the
maximum thermal conductivity of a two-phase packing system is
attained when the media are arranged in alternate layers separated
by planes parallel to the direction of heat flow; the minimum
conductivity of such a system is attained when the media are
separated by planes running perpendicular to the direction of heat
flow. As can be seen from Fig. 8, all the previous models under-
estimate the effective thermal conductivity when the solid/fluid
thermal conductivity ratio is high. This is in good agreement with
the conclusions made in Refs. �17,18�. Since almost no assump-
tion is made during the model formulation and solution process,
the results obtained by the present BEM model might be the clos-
est to the “exact solution” under the simulation condition.

Radiation is known to be an important mechanism of heat trans-
fer in packed beds, particularly at high temperatures. The models
that have been proposed to describe simultaneous radiation and
conduction can be classified into three types: unit cell models
�7–9�, pseudo-homogeneous models �32,33�, and the ray tracing
method �34,35�. No matter which method is used, the contribution
of radiation to heat transfer is usually expressed as an equivalent
conductivity–radiative conductivity

kr = 4Fdp�Tm
3 �26�

where dp is the particle diameter; and F is the radiation exchange
factor. Many analytical expressions have been proposed to calcu-
late this parameter, as summarized in Table 2.

As Vortmeyer �29� pointed out, the radiation contribution in
packed beds depends not only on the void fraction and emissivity
of the solid surface, but also on the solid thermal conductivity. To
date, only Schotte’s model �8� considers the influence of the solid
conductivity on the radiation contribution. In Schotte’s model, the
radiative conductivity kr is obtained by the following two steps

k0 = 4Fdp�T3 �27�

Fig. 5 Effect of particle number on the effective thermal
conductivity
r m
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kr =
1 − �

1

ks
+

1

kr
0

+ �kr
0 �28�

he radiation exchange factor in Eq. �27� is F=�.
Once the radiative conductivity is known, the effective of ther-
al conductivity ke of the packed bed can be calculated as the

um of the effective conductivity without radiation contribution kc
nd the radiative conductivity kr

ke = kc + kr �29�

Fig. 6 The temperature distributions
array „20 particles are used for simula

Fig. 7 The temperature distributions i

array „120 particles are used for simulati

68 / Vol. 129, MARCH 2007
In this study, the radiative conductivity is obtained using the
following procedure. The effective thermal conductivity at real
temperature level ke is first calculated using the combined
conduction/radiation BEM model. Then, the pure conduction
BEM model is employed to compute the effective conductivity
without radiation contributions kc. Finally, the radiative conduc-
tivity kr is obtained by: kr=ke−kc.

Figure 9 shows a comparison of the results with the previous
theoretical predictions when the radiation contribution is consid-
ered. As is seen, there are large variations among the results ob-

local regions for the case of square
n…

cal regions for the case of hexagonal
in
n lo

on…
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ained by different thermal radiation models. The kr values pre-
icted by the present model fall in the range of the previous ones.
ince only Schotte’s model �8� considers the influence of the solid
onductivity on the radiation contribution, the present results are
loser to those obtained by Schotte’s model. It is also observed
rom Fig. 9 that the radiative conductivity increases with increas-
ng solid conductivity. When the solid conductivity exceeds some
alue, further increase of radiative conductivity becomes less sig-
ificant �see Fig. 9, ks /kf increases from 600 to 2000�. This can be
xplained as follows. When the solid conductivity is low, the heat
onduction in solids dominates the heat transfer process, so even a
mall increase of solid conductivity can give rise to the increase of
adiative conductivity. However, when the solid conductivity is
igh, the total energy transfer process is dominated by radiation,
o further increase of solid conductivity cannot lead to a pro-
ounced increase of the radiative conductivity.

Figure 10 shows the ratio ke /kf plotted against the ratio ks /kf
ith � �the ratio of contact radius to particle radius� as a param-

ter. It is plotted for the bed mean temperature 55°C, where the
adiation contribution can be safely neglected. It is seen that the
atio ke /kf increases with the increase of ks /kf. For the same value
f �, the effective thermal conductivity for the hexagonal array
acking is higher than that for the square array packing since the
exagonal array is a more closed packing when the same defor-
ation is considered.
The radiation contribution depends on the bed mean tempera-

ure as well as the particle size. Figure 11 shows the effects of bed

Table 2 Analytical expressions for radiation exchange factor

nvestigator Radiation exchange factor, F

rgo and Smitha 1

2/�−1

unni and Smithb �1+
�

1−�
1−�
2� �−1

akao and Katoc 2

2/�−0.264

chotted
�

odbee and Zieglere ��

1−�

See Ref. �7�.
See Ref. �9�.
See Ref. �11�.
See Ref. �8�.

ig. 8 Comparison of the present model with previous theo-
etical models „square array, rp=2.5 mm, rc /rp=0.1, Tm=55°C…
See Ref. �36�.
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mean temperature and particle size on the effective thermal con-
ductivity. The effective thermal conductivity increases with the
increasing mean temperature and particle size, indicating that the
radiation contribution becomes more significant for higher mean
temperature and larger particle radius. This is in good agreement
with the experimental observation of Yagi and Kunni �5�. In ad-
dition, when the ratio of contact radius to particle radius is low
�e.g., rc /rp=0.01, this means a small contact deformation�, the
effective thermal conductivity increases more quickly as the mean
temperature increases. This result arises from the fact that, when
the contact deformation is small, more solid surface can be used
for radiation heat exchange. Furthermore, it is observed that, for
closed packing of small-size particles �e.g., curve 4 in Fig. 11�, the
values of ke /kf are nearly constant, which indicates that thermal
radiation can be neglected in such cases. The effective thermal
conductivity for the square array can exceed that for the hexago-
nal array when the mean temperature is high. This suggests that
the effective thermal conductivity of hexagonal array packing is
not necessarily larger than that of square array packing when the
radiation is the main heat transfer mechanism, depending on the
mean temperature of packed beds.

Figure 12 presents the effect of the solid surface emissivity on
the effective thermal conductivity. As expected, the effective ther-
mal conductivity of the packed bed goes up as the surface emis-
sivity increases. The influence of the surface emissivity is more
notable for the case of square array. This is because under the

Fig. 9 Comparison of the calculating results with the previous
predictions when radiation contribution is considered „square
array, rp=2.5 mm, rc /rp=0.1, kf=0.029, �=0.9…

Fig. 10 The effective thermal conductivity for the square array

and hexagonal array packings „Tm=55°C…
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ame particle deformation ratio �rc /rp=0.1� the void fraction of
he square array is much higher than that of the hexagonal array
nd, this in turn, leads to a stronger radiative exchange effect.

ig. 12 The effect of solid surface emissivity on the effective
hermal conductivity: „rp=2.5 mm, rc /rp=0.1, ks /kf=600, Tm

Fig. 11 The effects of mean temperature and part
1000°C…
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4 Conclusions
A boundary element model is developed to predict the effective

thermal conductivity of two-dimensional packing structures. The
radiation heat exchange between solid surfaces is calculated by
the net-radiation method. The problem is a coupled conductive/
radiative heat transfer problem and was solved using an iterative
procedure. The effective thermal conductivity of the packed bed
can then be computed by using the temperature field. The pro-
posed model is tested for two regular packing configurations:
square array and hexagonal array. The comparison between the
calculated results and the previous predictions are made to verify
the coupled conduction/radiation model proposed in this study,
and good agreements are obtained. The effective thermal conduc-
tivities for various solid/fluid conductivity ratios under different
contact deformation are given. The effects of mean temperature,
particle size, and surface emissivity on the effective thermal con-
ductivity are examined. The numerical scheme formulated in this
study is quite general in nature, and can be directly applied to
random packing including multi-sized particles as long as the
packing structure has been detected.

Nomenclature
A 	 total area of the packed bed in a direction per-

pendicular to the heat flow �m2�

size on the effective thermal conductivity „�=0.9…
dp 	 particle diameter �m�
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G

S

R

J

F 	 radiation exchange factor
FAB−BC 	 view factor from surface AB to surface BC

Fij 	 view factor from surface i to surface j
H 	 distance between the top and bottom bounding

plates �m�
J 	 outgoing radiative heat flux �W/m2�
k 	 thermal conductivity �W/ �m °C��

kc 	 effective thermal conductivity without radiation
contribution �W/ �m °C��

ke 	 effective thermal conductivity of the packed
bed �W/ �m °C��

n 	 outward normal
q� 	 heat flux �W/m2�
q 	 normal temperature derivative on the solid–

fluid interface �°C/m�
Q 	 sum of the heat transfer rate at the boundary

elements located at top bounding plate �W�
r 	 distance from a source point to any field point

�m�
rc 	 particle-to-particle contact radius �m�
rp 	 particle radius �m�
T 	 temperature �°C�

T* 	 fundamental solution to the Laplace equation
subject to a concentrated unit heat source �°C�

Tm 	 bed mean temperature, T= �Tt+Tb� /2 �°C�
x ,y 	 Cartesian coordinates �m�

reek Symbols
� 	 boundary
� 	 region
� 	 ratio of contact radius to particle radius, �

=rc /rp
� 	 emissivity of solid surface
� 	 Stefan–Boltzmann constant,

5.669
10−8 W/ �m2 K4�
� 	 void fraction of the packed bed

ubscripts
b 	 bottom
c 	 contact
e 	 external
f 	 fluid
i 	 surface i or internal
j 	 surface j
p 	 particle
r 	 radiative
s 	 solid
t 	 top
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The Effects of Film Thickness,
Light Polarization, and Light
Intensity on the Light
Transmission Characteristics of
Thermochromic Liquid Crystals
Thermochromic liquid crystal materials change their crystalline structure and optical
properties with temperature, making them useful in temperature measurement applica-
tions. This paper presents the results of a study to develop a temperature measurement
system that uses light transmission through thermochromic liquid crystals instead of light
reflection. We painted Hallcrest R25C10W sprayable liquid crystals on a clear surface
and placed it in a spectrophotometer. The amount of light transmitted at monochromatic
wavelengths from 400 nm to 700 nm was measured for temperatures from 25°C to 55°C
under conditions of nonpolarized, linearly polarized, and cross-polarized light, for three
light intensity levels, and three liquid crystal layer thicknesses. As the temperature was
increased the amount of light transmitted through the liquid crystal layer increased.
When the liquid crystals are in their active range the transmission spectra exhibit an
s-curve shape and the percent of light transmitted through the liquid crystals at a fixed
temperature increases with increasing wavelength. We detected significant changes in the
transmission spectra for temperatures from 27°C to 48°C, whereas when used with
reflected light the thermochromic liquid crystals are useful over a significantly smaller
range. As the thickness of the thermochromic liquid crystal layer increases or as the
incoming light intensity decreases, the amount of light transmitted through the liquid
crystals decreases. We also investigated the effects of temperature overheat on the trans-
mission spectra and found that heating the thermochromic liquid crystals above their
active range increases the amount of light transmission. However, when the liquid crys-
tals are cooled below their active range they return to their original state. We have
analyzed the spectrophotometer data in a number of ways including: (a) total amount of
light transmitted, (b) amount of red, green, and blue light transmitted; and (c) spectral
curve shape characteristics (peak transmission, inflection wavelength and wavelength for
peak transmission) all as a function of temperature. A linear relationship exists between
temperature and all of these variables which we believe can be exploited for the devel-
opment of a charge coupled light camera based light transmission system for temperature
measurement. �DOI: 10.1115/1.2430724�

Keywords: thermochromic liquid crystals, temperature measurement, light transmission
ntroduction

The goal of the work presented here is to develop a system that
ses light transmission to measure temperature with thermochro-
ic liquid crystals �TLCs�. Thermochromic liquid crystals are ma-

erials that change their crystalline structure and thus their optical
roperties with temperature. The liquid crystal phase occurs be-
ween a highly ordered crystalline phase at low temperature and a
ighly disordered liquid phase at higher temperature. In the active
emperature range, the crystals align to form a helical structure.
he pitch of this helix is a function of temperature. As the pitch
hanges, so does the wavelength of light that is reflected or trans-
itted. The temperature range over which the TLCs behave this
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AL OF HEAT TRANSFER. Manuscript received December 15, 2005; final manuscript
eceived June 15, 2006. Review conducted by Bengt Sunden. Paper presented at the
005 ASME International Mechanical Engineering Congress �IMECE2005�, Or-

ando, FL, USA, November 5–11, 2005.
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way is called the active range. The event temperature occurs at the
low end of the range and the clearing point temperature occurs at
the high end of the range.

Light reflection is the current method used in thermochromic
liquid crystal temperature measurement �see for example Bakrania
and Anderson �1� or Hay and Hollingsworth �2��. TLCs must be
calibrated to relate color to temperature. In a calibration experi-
ment, the surface of a temperature controlled material is painted
black, and then coated with TLCs. A light source is used to illu-
minate the TLC surface and the reflected light is captured by a
digital or charge coupled device �CCD� camera. The TLC surface
is heated over a range of temperatures, corresponding to the active
range of the TLCs, and the CCD camera records images of the
surface at every temperature. The images are then analyzed using
digital image processing techniques. Hay and Hollingsworth �2�
suggest using the hue of the color displayed by the liquid crystals
to determine the temperature. Hue is calculated from the red,
green, and blue intensity values and represents the dominant
wavelength of color.

The main disadvantage of the reflection technique is that the

calibration is very sensitive to lighting effects. This includes: how

007 by ASME Transactions of the ASME
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uch light, the lighting type, and the viewing angle �3,4�. One
ften needs to calibrate the surface in the same environment
here the temperature measurement is to be made. In addition,
hile the TLCs display color over the entire active range, the

ange over which one can obtain a useful calibration is generally
nly 25–50% of the active range �2�.

Several investigators have reported that liquid crystals exhibit
ysteresis when heated above their clearing point temperature
1,5,6�. Under hysteresis conditions the intensity of the color is
reatly reduced and the calibration curve changes. However, once
he TLCs are cooled below the event temperature they generally
eturn to their original behavior. Smith et al. �7� provide an excel-
ent review on the use of reflected light from TLCs to measure
emperature.

Although the light transmission characteristics of liquid crystals
ave been measured as a function of applied voltage for liquid
rystal display applications �see for example Birecki and Kahn
8��, very little work has been done to characterize the light trans-
ission characteristics of thermochromic liquid crystals. Diankov

t al. �9� report measurements of the amount of light transmitted
hrough polymer stabilized and polymer dispersed cholesteric liq-
id crystals. They used monochromatic light with cross polariza-
ion. They observed a modulation in the intensity of transmitted

onochromatic light with temperature change and report that this
ctivity occurs over a wide range �outside the active range� of the
iquid crystals. They conclude that it would be possible to develop
n “on–off” type temperature sensor. In a further study, Pavlova et
l. �10� compare the color of transmitted light to the color of
eflected light through the same polymer dispersed cholesteric liq-
id crystals. The results show a larger change in color of the
eflected light from which they conclude light reflection tech-
iques are best. However, they do not address any of the issues
escribed above and they present very little information about the
ctual spectra of transmitted light.

In this paper we present detailed data on the light transmission
haracteristics of thermochromic liquid crystals. We have exam-
ned the effects of light polarization type �nonpolarized, linear
olarized, and linear cross polarized�, light intensity level and the
hickness of the liquid crystal layer. We extend previous work by
resenting detailed information on the light transmission behavior
f the liquid crystals. We also show that there is a linear relation-
hip between temperature and the spectral transmission character-
stics and that this relationship is applicable over a wide range of
emperatures.

ethods and Materials
We used Hallcrest R25C10W sprayable thermochromic liquid

rystals in this study. In this formulation, the liquid crystal mate-
ial is first microencapsulated by a polymer coating which results
n microcapsules with diameters in the 10–15 �m range. The re-
ulting slurry is then combined with a water soluble aqueous
inder to form a sprayable material. These crystals have a pub-
ished event temperature of 25°C �red start� and a bandwidth of
0°C.

Surface Preparation. We prepared four TLC test surfaces. The
LCs were applied to the outer surface of a standard 1 cm path

ength polystyrene cuvette which was modified to connect to a
irculating water bath.

Surface 1 was used to test polarizing light conditions and over-
eat effects. In preparing this surface we diluted the TLCs with
ater in a 1:1 ratio and stirred the mixture for 15–30 min. We

hen used an airbrush to spray the TLCs onto one side of the
uvette �the remaining three sides were covered to prevent TLC
aterial from getting on the surface and to protect the surface

rom getting scratched during cuvette preparation�. The surface

as dried with a heat gun between the application of each coat to

ournal of Heat Transfer
ensure that each layer of TLC material dried completely. Approxi-
mately ten coats of TLC material were painted onto the cuvette.
We estimated the thickness of this surface to be approximately
0.05 mm.

Surface 2 was used for light reflection tests. This cuvette was
airbrush painted with flat black paint before applying the TLC
material as described above.

When testing Surfaces 1 and 2 we used a thermocouple �±1°C�
located approximately 25 cm downstream of the cuvette to mea-
sure the temperature of the water going through the cuvette. A
one-dimensional heat transfer analysis accounting for the convec-
tion from the water to the liquid crystal surface and convection to
the ambient air estimates a maximum temperature difference be-
tween the thermocouple and the liquid crystal surface of 0.2°C �at
a water temperature of 27°C� to 1°C at �50°C�. Since the goal of
this part of the work was to measure the transmission character-
istics as a function of temperature and not to specifically develop
a direct calibration the thermocouple temperature measurement
was deemed sufficient.

Surfaces 3 and 4 were used to study the effect of TLC thickness
and light intensity. We embedded calibrated thermocouples in one
side of the cuvette and then poured diluted TLC material over the
thermocouples to form a thicker TLC surface. After allowing the
surfaces to dry we measured the layer thickness using a micro-
scope and a set of calipers. The thickness �±0.03 mm� of Surface
3 was approximately 0.24 mm. Surface 4 was approximately
0.40 mm thick. For Surfaces 3 and 4 we used the embedded cali-
brated thermocouples as our temperature reference �±0.1°C�.

Light Transmission Measurements. Figure 1 shows the tem-
perature control system and spectrophotometer set up used for the
transmission tests. The cuvettes were placed in the spectropho-
tometer sample holder and attached to a constant temperature wa-
ter bath using Tygon tubing. The bath circulated water through the
inside of the cuvette during testing.

All of the transmission tests were performed using a Perkin
Elmer Lambda 900 ultraviolet visible near-infrared �UV/VIS/
NIR� spectrophotometer. We measured a baseline transmission
spectrum on the unpainted side of each cuvette at 25°C to account
for absorption due to optics, the polarizing film, the cuvette sur-
face and the water. We measured a less than 1% variation in
transmission through the “non-TLC” materials from 25 to 55°C.
A comparison of the transmission spectra for different sides of the
same cuvette showed a maximum variation in transmission of
0.3%. Repeated testing on the same surface showed a maximum

Fig. 1 Schematic of test setup used in light transmission tests
variation in transmission level of 0.2% and of 0.35% if reposition-

MARCH 2007, Vol. 129 / 373
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ng of the cuvette was included.
Transmission spectra were measured every 1–2°C for tempera-

ures from 25°C to 55°C. The system was stabilized at each
emperature set point to ensure steady state conditions. Measure-

ents were made for wavelengths from 400 nm to 700 nm using
1 nm data interval, a 0.2 s integration time, a scan speed of

50 nm/min, and slit size of 2 nm. Transmission spectra measure-
ents of the TLC material were repeatable to within a 1% trans-
ission level.
For testing linear polarized �LP� light conditions we placed a

olarizing film in the light entry beam path �see Fig. 1� and mea-
ured the baseline spectra with the filter in place as described
bove. For the linear cross polarized �LCP� light tests we placed a
econd polarizing film in the receiving end of the spectrophotom-
ter optics as shown in Fig. 1. The second film was placed at an
ngle to minimize transmission through the system without the
uvette in place. This setup yielded approximately 0.5% transmis-
ion. We placed an identical polarizing film in a reference cell
hich allowed us to cancel the absorption effects of the second
olarizing film. To study the effect of light intensity level we
laced a neutral density filter in the incoming beam path. We used
Thermo Oriel 50490 filter �84–86% transmission in the visible

ange� and a 50510 filter �49–56% transmission in the visible
ange�. The baseline spectra for these tests did not include the
eutral density filters because the intention was to change the
ncoming light intensity.

Temperature overheat effects were studied under LP and LCP
ighting conditions. To do this, we heated the TLCs from 25°C to
5°C then cooled them back down to 25°C. Spectra were taken at
5°C and 45°C during both the heating and the cooling phase to
etermine the effect of overheating.

Light Reflection Measurements. For the light reflection tests,
he Surface 2 cuvette was connected to the temperature control
ystem and mounted horizontally as shown in Fig. 2. We used a
ony XC-003 CCD camera connected to a National Instruments
MAQ PCI-1408 image processing board to acquire images of the
urface as it was heated with the hot water control system. A
ostec model 20760 fiber optic light illuminated the TLC surface.
oth the camera and the fiber optic light were fitted with polariz-

ng lenses to eliminate reflections on the lenses of the camera and
he light source. Images of the surface were acquired in 1°C
ntervals from 25°C to 45°C.

Uncertainty Estimates. The uncertainty in the measurements
f light transmission is less than 1% transmission based on repeat-
bility measurements. The uncertainty in the temperature mea-

Fig. 2 Schematic of test setup used in light reflection tests
urement is ±1°C on Surfaces 1 and 2 and ±0.1°C on Surfaces 3

74 / Vol. 129, MARCH 2007
and 4. The calculated values of total, red, green, and blue inten-
sities have uncertainty values less than 0.2 a.u. and the uncertainty
in inflection point wavelength is less than 2 nm. All values are
quoted at 95% confidence.

Results

Transmission Spectra/Light Polarization Effects. Figure 3
shows transmission spectra for linear polarized light through Sur-
face 1 at temperatures from 25°C to 52°C. We found no differ-
ence between the transmission spectra for nonpolarized and polar-
ized lighting conditions because all baseline spectra included the
polarizing filters. For a fixed temperature the transmission in-
creases with increasing wavelength. As temperature is increased
from 25°C to 26°C the transmission level increases for all wave-
lengths. Then, from 26°C to 27°C, the transmission decreases for
wavelengths less than about 660 nm and increases for wave-
lengths above this. From 27°C to 52°C the transmission level
increases for all wavelengths as temperature is increased. The
lowest transmission levels �10–15%� occur at the lower end of the
active range at 25°C and the highest �35–70%� occur at 52°C
�above the active range�. Between 27°C and 48°C the spectra
exhibit an “in-pattern,” s-curve shape. For a given temperature, as
wavelength increases from 400 nm the spectrum is relatively flat
until a “critical” wavelength is reached. For example at 32°C this
critical wavelength occurs at about 525 nm. At this point the slope
of the spectrum increases. Each spectrum passes through an in-
flection point and then the slope decreases. This region of high
slope or “transmission deficit” shifts to lower wavelengths as tem-
perature increases �i.e., at 48°C the critical wavelength is about
440 nm�. At small wavelengths, the effect of temperature �from
25°C to 48°C� on transmission level is small �a change from 12%
to 17% transmission at 400 nm� while at large wavelengths it is
more significant �22–56% transmission at 700 nm�. More of the
higher wavelength �red� light is transmitted for all temperatures.
This may in part be due to scattering effects �i.e., more light is
scattered at small wavelengths�.

Figure 4 plots transmission spectra for linear cross polarized
light. �Recall that the polarizing films were aligned for minimum
transmission.� When the cuvette with TLC surface is placed in the
spectrophotometer it polarizes the light and allows for some light
to be transmitted. At 25°C the transmission level increases with
wavelength and transmits 13–18% of the light �compared to 0.5%
when the surface is not in place�. There is a region of temperatures
�27–48°C� for which the spectra exhibit an “in-pattern” shape. At
these temperatures the TLCs start to polarize or “twist” the incom-

Fig. 3 Transmission spectra for Surface 1 under linear polar-
ized lighting conditions
ing light and allow more light to pass through the second polar-
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zer. For a fixed temperature, the transmission increases slightly
ith wavelength from 400 nm until a critical wavelength is

eached. At this point the slope of the curve increases �as it did for
P light�. However, under LCP lighting conditions at a fixed tem-
erature, the transmission level increases with wavelength,
eaches a maximum, and then decreases. For example, at 36°C
he transmission level increases to �18% at 550 nm and then
ecreases with increasing wavelength. Above 48°C, which is out-
ide the active range, the crystals transmit very little light �note
hat the 52°C spectra levels are around 0.5%�. If we compare the
P and LCP spectra at a given temperature we find that the in-
ection points are similar but that the LCP transmission levels are

ower, particularly so at higher wavelengths.

Reflection Data. We also measured the amount of reflected
ight from the TLCs as a function of temperature using the setup
escribed above. The images were analyzed using the MATLAB
mage processing toolbox and the red, green, and blue �RGB�
omponents are plotted in Fig. 5. The figure shows that the red
omponent peaks at about 29°C, the green at 33°C, and the blue
t 45°C. If we compare the reflection and transmission data, we
nd that the transmission deficit wavelength range for a given

emperature corresponds to the reflected RGB data. For example,
he transmission deficit region for the 32°C spectra lies in the

ig. 4 Transmission spectra for Surface 1 under linear cross
olarized lighting conditions

ig. 5 RGB values for reflected light conditions for Surface 2.
hese data show a red peak at 29°C, a green peak at 34°C, and

blue peak at 45°C.

ournal of Heat Transfer
490–580 nm region which implies that the crystals are reflecting
in the green range. From Fig. 5 we see that this is near the peak
range of the green signal. Likewise, the transmission deficit oc-
curs in the 600–700 nm range for 30°C which is near the red
peak in the reflected data. Hue was calculated and is also plotted
in Fig. 5. Hue is monotonic only between 28°C and 35°C which
yields a 7°C calibration range.

Effects of Temperature Overheat. Figure 6 plots the results of
temperature overheat on the transmission spectra under LP light-
ing conditions. Spectra at 35°C and 45°C on heating from 25°C
and on cooling from 65°C are plotted for the LP lighting condi-
tions. The spectra exhibit hysteresis. On cooling from 65°C there
is increased transmission between 450 nm and 550 nm for the
35°C spectrum and between 400 nm and 500 nm for the 45°C
spectrum. The effect of overheat is to reduce the transmission
deficit region of the spectra. This corresponds to results seen in
reflection tests. Bakrania and Anderson �1� report that the RGB
signals are lowered upon overheat. After overheating, the liquid
crystals transmit more light and thus reflect less, leading to the
lowered RGB values.

Effects of TLC Layer Thickness. Figure 7 plots spectra for

Fig. 6 Temperature overheat effects under linear polarized
lighting conditions show that the overheated TLCs transmit
more light at low wavelengths

Fig. 7 A comparison of the transmission spectra at 36°C for
Surfaces 1, 3, and 4 shows decreasing transmission with in-

creasing layer thickness

MARCH 2007, Vol. 129 / 375
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urfaces 1, 3, and 4 at 36°C. Surface 1 is the thinnest ��0.05
m� and Surface 4 is the thickest ��0.4 mm�. As expected, the

mount of light transmitted through the surface decreases with
ncreasing thickness. The shape of the spectra are comparable,
ith similar inflection points. However they do not scale. The

atio of the Surface 3 to Surface 4 transmission level is a function
f both wavelength and temperature.

Effects of Light Intensity. We measured the effects of light
ntensity using a set of neutral density filters placed in the beam of
he incoming light. The filters passed �85% and �50% of the
ight over a wavelength range from 400 nm to 700 nm. Figure 8
lots the transmission spectra at 36°C from 400 nm to 700 nm for
00%, 85%, and 50% light transmission. As expected, as the light
evel decreases the amount of light transmission decreases. The
hape of the spectra are similar and scale on the intensity level.

ata Analysis
The goal of this work is to investigate the effect of temperature

n the light transmission spectra so that we can develop a tech-
ique that will use some measure of transmission to calibrate the
LCs as a function of temperature. We are looking for a measure

hat is dependent on temperature, insensitive to lighting condi-
ions, preferably linear, and is applicable over a large temperature
ange. This section reviews some of the measurements derived
rom the transmission spectra. We looked at total transmission
evels, bandwidth transmission levels, and several shape charac-
eristics of spectra.

We calculated the total transmission as a function of tempera-
ure for wavelengths from 400 to 700 nm. The calculation was
erformed by summing the transmission percent value �a number
etween 0 and 1� at every wavelength. Figure 9 plots the total
ransmission for Surface 1 under both LP and LCP lighting con-
itions and for Surfaces 3 and 4 under LP lighting conditions as a
unction of temperature. All three surfaces exhibit a linear rela-
ionship between total transmitted light and temperature for tem-
eratures between 27°C and 48°C. This temperature range cor-
esponds to that for which the spectra show in-pattern behavior.
he LP data have a higher slope �indicating higher sensitivity� and
re more linear �R2=0.995 for LP versus R2=0.948 for LCP�. This
inear section spans a range that is three times that found for hue
n the reflection tests. The three LP tests show a large increase in
ransmission at 50°C which is outside the active range. The LCP
esults show a large decrease at this temperature because the TLCs
o longer polarize the light and the cross polarizer cuts out all

ig. 8 A comparison of the transmission spectra at 36°C for
urface 3 under three different light intensity levels. The
hapes of the spectra are similar.
ight.

76 / Vol. 129, MARCH 2007
Next we separated each spectrum into its red, green, and blue
components as a CCD camera would. We multiplied the liquid
crystal transmission spectra by the RGB spectral response charac-
teristics of a Sony X003 CCD camera, and calculated total trans-
mission in the blue range �approximately 400–480 nm�, the green
range �approximately 481–580 nm�, and the red range �approxi-
mately 581–700 nm�. These results are plotted in Fig. 10 for Sur-
face 3. There is a linear region between 30°C and 48°C with the
green component showing the highest slope. Figure 11 shows the
normalized green component versus temperature for Surfaces 1, 3,
and 4. The green component was normalized by the green value at
30°C so that we could compare the sensitivities. Although the
transmission levels are larger for the thinnest surface �Surface 1�
the sensitivity of this value to temperature is much higher for the
thickest surface �Surface 4� which shows a factor of 7.6 increase
over the 18°C temperature range �versus a factor of 3.5 for Sur-
face 3 and of 2.4 for Surface 1�.

We also looked at factors that describe the shape of the spectra.
We characterized three things: �1� the inflection point wavelength
�both LP and LCP�; �2� the wavelength at which maximum trans-
mission occurs �for the LCP data only�; and �3� the maximum
transmission level �for the LCP data only�. These data quantify the
leftward shift of the “in-pattern” spectra that occurs with increas-

Fig. 9 Total intensity of transmitted light as a function of tem-
perature for Surfaces 1, 3, and 4 for linear polarized and linear
and cross-polarized lighting conditions

Fig. 10 Intensity of red, green, and blue transmitted light as a
function of temperature for Surface 3 under linear polarized

lighting conditions

Transactions of the ASME
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ng temperature. The uncertainty in our ability to estimate the
nflection point wavelength is less than 2 nm. The results are plot-
ed in Fig. 12 for Surface 1. The LP inflection wavelengths are
lightly higher than the LCP values. The inflection point wave-
ength decreases with temperature �due to the leftward shift in the
pectra as temperature increases� and the relationship is fairly lin-
ar between 32°C and 48°C where the wavelength decreases
rom 550 nm to 450 nm. The wavelength for maximum transmis-
ion also decreases with temperature. The wavelength decreases
rom 675 nm to 475 nm over the 27–38°C range. There is only a
mall increase in the maximum transmission value �from 15% to
0%� over the range of temperatures.

Figure 13 plots the inflection point data for Surfaces 3 and 4
nder LP lighting conditions and with reduced intensity for Sur-
ace 3. The data show that the inflection point is not dependent on
urface thickness or on light intensity.

iscussion
The most encouraging finding from this study is that there is a

arge temperature range for which characteristics of the transmis-
ion spectra are linearly sensitive to temperature change. The re-
ection data in Fig. 5 show only a 7°C range over which we

ig. 11 The normalized green signal for Surfaces 1, 3, and 4
hows a larger relative change in the signal for the thicker
urface

ig. 12 Characteristics of the spectral shape as a function of

emperature for Surface 1

ournal of Heat Transfer
could calibrate the liquid crystals. Figures 9 and 10 show that total
transmission �intensity�, red intensity, and green intensity are lin-
ear over a 20°C range for the LP lighting conditions. In addition,
the characteristics of our “in pattern” spectra plotted in Figs. 12
and 13 show significant, linear sensitivity to changes in tempera-
ture. Linear cross-polarized light spectra reveal information about
the polarizing effect of the crystals but the intensity levels do not
change significantly with temperature. The spectral shape charac-
teristics of LCP transmission are interesting and could possibly be
used to measure temperature.

The advantage of using the spectral shape characteristics of
inflection point wavelength and maximum transmission wave-
length is that they are not sensitive to the incoming light intensity
or the thickness of the TLC layer, however they are not easily
measured with a CCD camera. The advantage of measuring the
overall transmission �intensity� levels is that these are measure-
ments that are easily recorded by a CCD camera. However, the
levels will be a function of the light intensity of the source and we
may need to address the sort of lighting problems found in reflec-
tion tests �angle of light, intensity of light�. Preliminary results
with a CCD camera show that we can normalize out the effect of
light intensity using transmission data from outside the TLC ac-
tive range.

Overall, for the particular liquid crystal formulation studied
here, we find that a measure of light transmission intensity for
linearly polarized �or even unpolarized� light through a relatively
thick liquid crystal surface is the best measure of temperature. We
can use total, red, or green intensity. For the liquid crystals used
here �which have a red start temperature� the change in blue in-
tensity appears to be insignificant and is unsuitable as a tempera-
ture indicator because there is very little change in the spectra
with temperature for wavelengths less than 450 nm as evidenced
in the data of Fig. 10.

Figure 11 illustrates the effect of TLC layer thickness. The
overall transmission level is lower for the thick surface and more
sensitive to temperature. This suggests that the use of more liquid
crystal material will improve the technique. However, this may
lead to measurement errors if significant temperature gradients
exist across the liquid crystal layer. Estimates for the tests of the
thick layer used in this study indicate that the temperature differ-
ence across the layer is less than 0.2°C under worst case condi-
tions. However, in actual applications with high heat transfer
rates, this will be larger.

Spatial and temporal resolution are also important characteris-
tics of a temperature measurement system. Although not directly
addressed in this study, we expect spatial resolution for the trans-

Fig. 13 Inflection point wavelength for three light intensity lev-
els on Surface 3 and 100% light on Surface 4
mission technique to be similar to that seen in reflection methods.

MARCH 2007, Vol. 129 / 377
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he temporal resolution will depend on the thickness of the TLC
equired for a measurable signal change. Initial results indicate
hat the transmission technique may require thicker surfaces
hich will decrease temporal resolution.
The lighting configuration inherent in a light transmission mea-

urement offers both advantages and disadvantages, depending on
he particular application and its optical accessibility. We envision
he use of a sensor that integrates the TLC material with the light
ource, which could then be mounted directly on a surface of
nterest or the system can use behind-surface lighting. However,
epending on the particular application, this may not be practical.

The TLCs used in this study were optimized for use in light
eflection temperature measurement methods. They show promis-
ng behavior for a transmission based measurement system but
uture work will concentrate on the development of TLC formu-
ations that are optimized for transmission response. Further de-
elopment of the light transmission technique will lead to an al-
ernate method for liquid crystal thermography that will
omplement the existing technique and offer more flexibility in
ighting configurations.

onclusion
This work is the first to report detailed information on the effect

f temperature on the light transmission characteristics of thermo-
hromic liquid crystals. We have found that there are significant,
easurable changes in the amount and pattern of light transmitted

hrough thermochromic liquid crystals as a function of tempera-
ure. We believe these findings can be used to develop a light
ransmission based calibration system that will complement and

ay even offer advantages over the standard light reflection tech-
iques. These advantages include a larger calibration range and
ess sensitivity to lighting effects. The specific issues under con-
ideration in the development of a CCD based system include
ccounting for the effect of light source intensity, determining the
78 / Vol. 129, MARCH 2007
best type of light source �all of our tests have been conducted with
monochromatic light�, and the issue of implementing a light trans-
mission set up in an actual experiment.
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Inverse Approaches to Drying of
Thin Bodies With Significant
Shrinkage Effects
This paper deals with the application of inverse concepts to the drying of bodies that
undergo changes in their dimensions. Simultaneous estimation is performed of moisture
diffusivity, together with the thermal conductivity, heat capacity, density, and phase con-
version factor of a drying body, as well as the heat and mass transfer coefficients and the
relative humidity of drying air. This was accomplished by using only temperature mea-
surements. A mathematical model of the drying process of shrinking bodies has been
developed where the moisture content and temperature fields in the drying body are
expressed by a system of two coupled partial differential equations. The shrinkage effect
was incorporated through the experimentally obtained changes of the specific volume of
the drying body in an experimental convective dryer. The proposed method was applied to
the process of drying potatoes. For the estimation of the unknown parameters, the tran-
sient readings of a single temperature sensor located in the midplane of the potato slice,
exposed to convective drying, have been used. The Levenberg–Marquardt method and a
hybrid optimization method of minimization of the least-squares norm are used to solve
the present parameter estimation problem. Analyses of the sensitivity coefficients and of
the determinant of the information matrix are presented as well.
�DOI: 10.1115/1.2427072�

Keywords: inverse approach, drying, thermophysical properties, heat and mass transfer
coefficients
ntroduction
There are several methods for describing the direct problem of

omplex simultaneous heat and moisture transport processes
ithin a drying material. In the approach proposed by Luikov �1�

he moisture and temperature fields in the drying body are ex-
ressed by a system of two coupled partial differential equations.
he system of equations incorporates coefficients that must be
etermined experimentally.

All the coefficients, except for the moisture diffusivity, can be
elatively easily determined by experiments �2,3�. A number of
ethods for the experimental determination of the moisture diffu-

ivity exist such as: sorption kinetics methods, permeation meth-
ds, concentration-distance methods, drying methods, radiotracer
ethods, and methods based on the techniques of electron spin

esonance and nuclear magnetic resonance, but there is no stan-
ard method. The adoption of a generalized method for moisture
iffusivity estimation would be of great importance.

We have recently analyzed a method for moisture diffusivity
stimation by the temperature response of a drying body �4–11�.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 15, 2005; final manuscript re-
eived May 11, 2006. Review conducted by Bakhtier Farouk. Paper presented at the
th International Conference on Inverse Problems in Engineering: Theory and Prac-

ice, Cambridge, UK, July 11–15, 2005.

ournal of Heat Transfer Copyright © 20
The main idea of this method is to make use of the interrelation
between the heat and mass transport processes within the drying
body and from its surface to the surroundings. Then, the moisture
diffusivity can be estimated on the basis of an accurate and easy to
perform single thermocouple temperature measurement by using
an inverse approach.

The objective of this paper is an analysis of the possibility of
the simultaneous estimation of the moisture diffusivity, together
with other thermophysical properties of vegetables, as well as the
heat and mass transfer coefficients. The method requires a single
drying experiment and a single temperature measurement probe.
As a representative drying vegetable product, thin slices of potato
have been chosen. An analysis of the influence of the drying air
velocity, temperature and relative humidity, drying body dimen-
sions, and drying time on the moisture diffusivity estimation, en-
ables the design of appropriate experiments to be conducted as
well. In order to realize this analysis, the sensitivity coefficients
and the determinant of the information matrix were calculated for
the characteristic drying regimes and drying body dimensions.

Physical Problem and Mathematical Formulation
The physical problem involves a single slice of a potato of

thickness 2L initially at uniform temperature and uniform mois-
ture content �Fig. 1�. The surfaces of the drying body are in con-
tact with the drying air, thus resulting in a convective boundary

condition for both the temperature and the moisture content. The

MARCH 2007, Vol. 129 / 37907 by ASME
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roblem is symmetrical relative to the midplane of the slice. The
hickness of the body changes during the drying from 2L0 to 2Lf.

In the case of an infinite flat plate the unsteady temperature,
�x , t�, and moisture content, X�x , t�, fields in the drying body are
xpressed by the following system of coupled nonlinear partial
ifferential equations for energy and moisture transport

c�s

�T

�t
=

�

�x
�k

�T

�x
� + ��H

���sX�
�t

�1�

���sX�
�t

=
�

�x
�D�s

�X

�x
+ D�s�

�T

�x
� �2�

Here, t, x, c, k, �H, �, �, D, and �s are time, normal distance
rom the midplane of the plate, specific heat, thermal conductivity,
atent heat of vaporization, ratio of water evaporation rate to the
eduction rate of the moisture content, thermogradient coefficient,
oisture diffusivity, and density of dry solid, respectively.
From the experimental and numerical examinations of the tran-

ient moisture and temperature profiles �12� it was concluded that
or practical calculations, the influence of any thermodiffusion is
mall and can be ignored. Consequently, �=0 was utilized in this
aper.

The shrinkage effect of the drying body was incorporated
hrough the changes of the specific volume of the drying body.
here are several models for describing the changes of the specific
olume of the body during drying. In this paper, linear relation-
hip between the specific volume, �s, and the moisture content, X,
as been used

�s =
1

�s
=

V

ms
=

1 + ��X

�b0
�3�

Here, ms is the mass of the dry material of the drying body, V is
he volume of the drying body, �b0 is the density of a fully dried
ody, and �� is the shrinkage coefficient.

Substituting the above expression for �s�=1/�s� into Eqs. �1�
nd �2� and rearranging with �=0, results in

�T

�t
=

k

�sc

�2T

�x2 +
��H

c

�s

�b0

�X

�t
�4�

�X

�t
= D

�b0

�s

�2X

�x2 +
�b0

�s
2

��D�s�
�x

�X

�x
�5�

The problem of the moving boundaries due to the changes of
he dimensions of the body during the drying was resolved by
ntroducing the dimensionless coordinate

� =
x

L�t�
�6�

Consequently, the resulting system of equations for the tem-
erature and moisture content prediction becomes

�T
=

k 1
2

�2T
2 +

� dL �T
+

��H �s � �X
−

� dL �X� �7�

Fig. 1 Scheme of the drying experiment
�t �sc L �� L dt �� c �b0 �t L dt ��
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�X

�t
= D

�b0

�s

1

L2

�2X

��2 + ��b0

�s
2

1

L2

��D�s�
��

+
�

L

dL

dt
� �X

��
�8�

The initial conditions are

t = 0: T��,0� = T0, X��,0� = X0 �9�
The temperature and the moisture content boundary conditions

on the surfaces of the drying body in contact with the drying air
are

− k
1

L
� �T

��
�

�=1

+ jq − �H�1 − ��jm = 0

D�s

1

L
� �X

��
�

�=1

+ jm = 0 �10�

The convective heat flux, jq�t�, and mass flux, jm�t�, on these
surfaces are

jq = h�Ta − Tx=L�

jm = hD�Cx=L − Ca� �11�

where h is the heat transfer coefficient, and hD is the mass transfer
coefficient, Ta is the temperature of the drying air, and Tx=L is the
temperature on the surfaces of the drying body. The water vapor
concentration in the drying air, Ca, is calculated from

Ca =
�ps�Ta�
RwTk,a

�12�

where � is the relative humidity of the drying air and ps is the
saturation pressure. The water vapor concentration of the air in
equilibrium with the surface of the body exposed to convection is
calculated from

Cx=L =
a�Tx=L,Xx=L�ps�Tx=L�

RwTk,x=L
�13�

The water activity, a, or the equilibrium relative humidity of the
air in contact with the convection surface at temperature Tx=L and
moisture content Xx=L are calculated from experimental water
sorption isotherms.

The boundary conditions on the midplane of the drying slice are

� �T

��
�

�=0

= 0, � �X

��
�

�=0

= 0 �14�

Problem defined by Eqs. �7�–�14� is referred to as a direct prob-
lem when initial and boundary conditions as well as all the pa-
rameters appearing in the formulation are known. The objective of
the direct problem is to determine the temperature and moisture
content fields in the drying body.

In order to approximate the solution of Eqs. �7� and �8�, an
explicit numerical procedure has been used.

The Drying Body Properties
In this paper, application of the proposed method for the esti-

mation of the thermophysical properties of vegetables has been
analyzed. As a representative vegetable product, a potato was cho-
sen.

Heat capacity of food materials can be taken as equal to the
sum of the heat capacity of solid matter and water absorbed by
that solid

c = cs + cwX �15�

Although the heat capacity of solid matter, cs, and water, cw, are
functions of the temperature, constant values have been most

widely used.
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From Ref. �12� it was also concluded that for practical calcula-
ions the system of the two simultaneous partial differential equa-
ions could be used by treating the thermal conductivity, k, and the
hase conversion factor, �, as constants.
Moisture diffusivity of foods is a function of the temperature

nd the moisture content as well. The moisture diffusivity depen-
ence of the moisture content for a potato is not clearly expressed
�13�, p. 216�, and it is very often considered as an Arrhenius-type
emperature function �14,15�

D = D0 exp�− E0/�RTk�� �16�

ith constant values of the Arrhenius factor, D0, and the activa-
ion energy for moisture diffusion, E0.

The variation in water activity with change in moisture content
f samples at a specified temperature is defined by sorption iso-
herms. There are many different models for describing the sorp-
ion isotherms of foods �3�. In recent years, the most widely ac-
epted and efficient model for sorption isotherms of foods has
een the Guggenheim–Anderson–de Boer �GAB� model

X =
XmCKa

�1 − Ka��1 − Ka + CKa�
�17�

he monolayer moisture, Xm, and the adsorption constants C and
are related as Arrhenius type equations with the Arrhenius fac-

ors Xm0, C0, and K0, and the energy terms �HX, �HC, and �HK,
espectively.

nverse Approach
The inverse problem in this paper is solved as a parameters

stimation approach. The estimation methodology used is based
n the minimization of the ordinary least square norm

E�P� = �Y − T�P��T�Y − T�P�� �18�

Here, YT= �Y1 ,Y2 , . . . ,Y imax� is the vector of measured tem-
eratures, TT= �T1�P� ,T2�P� , . . . ,Timax�P�� is the vector of esti-
ated temperatures at time ti �i=1,2 , . . . , imax�, PT

�P1 , P2 , . . . PN� is the vector of unknown parameters, imax is the
otal number of measurements, and N is the total number of un-
nown parameters �imax	N�.

A hybrid optimization algorithm OPTRAN �16� and the
evenberg–Marquardt method �17–19� have been utilized for the
inimization of E�P� representing the solution of the present pa-

ameter estimation problem.
The Levenberg–Marquardt method is a quite stable, powerful,

nd straightforward gradient search minimization algorithm that
as been applied to a variety of inverse problems. It belongs to a
eneral class of damped least square methods. The solution for
ector P is achieved using the following iterative procedure

Pr+1 = Pr + ��Jr�TJr + 
rI�−1�Jr�T�Y − T�Pr�� �19�

here r is the number of iterations, I is identity matrix, 
 is the
amping parameter, and J is the sensitivity matrix defined as

J = 	
�T1

�P1
¯

�T1

�PN



�Timax

�P1
¯

�Timax

�PN

� �20�

Near the initial guess, the problem is generally ill conditioned
o that large damping parameters are chosen thus making the term
I large as compared to term JTJ. The term 
I damps instabilities
ue to the ill-conditioned character of the problem. So, the matrix
TJ is not required to be nonsingular at the beginning of the
terations and the procedure tends towards a slow-convergent
teepest descent method. As the iteration process approaches the
onverged solution, the damping parameter decreases, and the

evenberg–Marquardt method tends towards a Gauss method. In

ournal of Heat Transfer
fact, this method is a compromise between the steepest descent
and Gauss method by choosing 
 so as to follow the Gauss
method to as large an extent as possible, while retaining a bias
towards the steepest descent direction to prevent instabilities. The
presented iterative procedure terminates if the norm of gradient of
E�P� is sufficiently small, if the ratio of the norm of the gradient
of E�P� to E�P� is small enough, or if the changes in the vector of
parameters are very small.

An alternative to the Levenberg–Marquardt algorithm, espe-
cially when searching for a global optimum of a function with
possible multiple minima, is the hybrid optimization program OP-

TRAN �16�. OPTRAN incorporates six of the most popular optimi-
zation algorithms: the Davidon–Fletcher–Powell gradient search
�20�, sequential quadratic programming algorithm �21�,
Pshenichny–Danilin quasi-Newtonian algorithm �22�, a modified
Nelder–Mead simplex algorithm �23�, a genetic algorithm �24�,
and a differential evolution algorithm �25�. Each algorithm pro-
vides a unique approach to optimization with varying degrees of
convergence, reliability, and robustness at different stages during
the iterative optimization procedure. The hybrid optimizer OPTRAN

includes a set of rules and switching criteria to automatically
switch back and forth among the different algorithms as the itera-
tive process proceeds in order to avoid local minima and acceler-
ate convergence towards a global minimum.

The population matrix was updated every iteration with new
designs and ranked according to the value of the objective func-
tion, in this case the ordinary least square norm. As the optimiza-
tion process proceeded, the population evolved towards its global
minimum. The optimization problem was completed when one of
several stopping criteria was achieved: the maximum number of
iterations or objective function evaluations was exceeded, the best
design in the population was equivalent to a target design, or the
optimization program tried all six algorithms, but failed to pro-
duce a nonnegligible decrease in the objective function. The last
criterion usually indicated that a global minimum had been found.

Parameters Estimation Analysis
For the inverse problem of interest here, the moisture diffusiv-

ity parameters, together with other thermophysical properties of
the potato as well as the heat and mass transfer coefficients and
the relative humidity of the drying air, are treated as unknown
parameters.

Thus, in the inverse problem the analyzed vector of the un-
known parameters was

PT = �D0,E0,�s,cs,k,�,h,hD,�� �21�
For the simultaneous estimation of these unknown parameters,

the transient reading of a single temperature sensor located at the
position x=0, has been considered.

The possibility of the simultaneous estimation of the
temperature-dependent moisture diffusivity together with the
other thermophysical properties of the potato as well as the heat
and mass transfer coefficients and the relative humidity of the
drying air depends on the boundary conditions and dimensions of
the drying sample. An analysis of the influence of the drying air
parameters and dimensions of the drying sample needed for the
design of the appropriate experiment have been conducted in this
paper. In order to perform this analysis, the sensitivity coefficients
have been calculated.

The sensitivity coefficients analysis has been carried out for an
infinite flat plate model of a slice of potato with initial moisture
content of X�x ,0�=5.00 kg/kg and initial temperature T�x ,0�
=20.0°C. The drying air bulk temperature, Ta, was varied be-
tween 40 and 80°C, the convection heat transfer coefficient be-
tween 27 and 33 W m−2 K−1, and the initial thickness, 2L0, of the
potato slice between 2 and 6 mm.

From the sensitivity coefficients analysis the following experi-
mental parameters were chosen: Ta=60°C, 2L0=3 mm, h

−2 −1 −2 −1
=30 W m K , hD=3.36�10 m s , and �=0.09. Figure 2
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hows the relative sensitivity coefficients Pj�Ti /�Pj, i
1,2 , . . . , imax, for temperature with respect to the unknown pa-

ameters, for this case.
It can be seen that the relative sensitivity coefficients with re-

pect to the phase conversion factor, �, and the thermal conduc-
ivity, k, are very small. This indicates that � and k cannot be
stimated in this case. This also indicates that the influence of the
hase conversion factor and the thermal conductivity on the tran-
ient moisture content and temperature profiles is very small in
his case. This can be explained by the very small heat transfer
iot number �Bi=hL /k�hL0 /k=0.11� and consequently very

mall temperature gradients inside the body during the drying pro-
ess. For these reasons, the phase conversion factor and the ther-
al conductivity were treated as known quantities for the exami-

ation described below.
The heat capacity of wet potato was taken as equal to the sum

f the heat capacity of solid matter and absorbed water, Eq. �15�.
ince the heat capacity of the solid matter, cs, presents only a few
ercent of the overall heat capacity of the potato, the relative
ensitivity coefficients with respect to the heat capacity of solid
atter is also very small. Consequently, the value of the heat

apacity of the solid matter was also taken as known.
The relative sensitivity coefficients with respect to the density

Fig. 2 Relative sensitivity coefficients for temperature
f the fully dried body, �b0, and the shrinkage coefficient, ��, are

82 / Vol. 129, MARCH 2007
relatively high. Despite this, because the shrinkage effect of the
drying body was incorporated through the changes of the specific
volume of the drying body, these parameters were determined by
separate experiments.

The relative sensitivity coefficients with respect to the initial
potato slice thickness are high as well, but the initial slice thick-
ness was measured with sufficient accuracy, so it is also taken as
a known parameter.

It can be seen that the temperature sensitivity coefficient with
respect to the convection mass transfer coefficient hD is very small
relative to the temperature sensitivity coefficient with respect to
the convection heat transfer coefficient, h. The very high mass
transfer Biot number and the very small heat transfer Biot number
can explain this. To overcome this problem, in this paper the mass
transfer coefficient was related to the heat transfer coefficient
through the analogy between the heat and mass transfer processes
in the boundary layer over a drying body �10�

hD = 0.95
Da

ka
h �22�

where Da and ka are the moisture diffusivity and thermal conduc-
tivity in the air, respectively. The obtained relation is very close to
the well-known Lewis relation. By using the above relation be-
tween the heat and mass transfer coefficients, they can be esti-
mated simultaneously, so that only the heat transfer coefficient is
regarded as an unknown parameter.

Experiment
Real experiments have been conducted to investigate the appli-

cability of the method to food processing, when involving drying
of thin flat samples. The experiments have been conducted on the
experimental setup that is designed to imitate an industrial con-
vective dryer.

Drying of approximately three millimetres thick potato slices
have been examined. The slices have been in contact with the
drying air from the top and the bottom surfaces. Two shelves,
�Fig. 3�, each holding three moist potato slices have been intro-
duced into the rectangular experimental channel of dimensions
25�200 mm. A microthermocouple was inserted in the midplane,
�x=0�, of each of the three slices on the first shelf. An arithmetical
mean of the readings from the three thermocouples was used as a
transient temperature reading, �Tx=0�, for the estimation of the
unknown parameters. The potato slices on the second shelf were
weighed every ten minutes in order to obtain the volume-averaged
moisture content change during drying. The temperature of the
drying air, Ta, has been recorded as well. The initial moisture
content, X0, and the initial potato slices thickness, 2L0, were mea-
sured for each of the experiments.

The change of the specific volume of the drying body was

Fig. 3 Scheme of the experimental arrangement
determined by a separate experiment. The cylindrical potato slices

Transactions of the ASME
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ith diameter of approximately 40 mm and thickness of approxi-
ately 3 mm have been placed on the second shelf and dried until

he equilibrium moisture content has been reached. The dimen-
ions and the mass of the slices were measured every 10 min. The
nitial moisture content and the initial potato slices thicknesses
ere measured as well. The experiment was repeated for different

emperatures and speed of the drying air. The drying air tempera-
ure was varied between 50 and 70°C, and the drying air speed
etween 1.0 and 3.0 m s−1.
The relative errors of the measurements were estimated be-

ween 0.1% and 1.0% for the mass and 0.3–2.5% for the dimen-
ions of the slices. Microthermocouples were calibrated, relative
o each other, within 0.2°C in the range of 20–80°C.

esults and Discussion
From the parameters estimation analysis it was concluded that

he moisture diffusivity parameters, D0 and E0, the convection
eat and mass transfer coefficients, h and hD, and the relative
umidity of the drying air, �, will be treated as unknown param-
ters in this paper. All other quantities appearing in the direct
roblem formulation were taken as known.

Our experimental results for the changes of the specific volume
f drying potato slices, �Fig. 4�, confirm the expression �3� with
b0=755 kg m−3 and the shrinkage coefficient ��=0.57. The heat
apacity was calculated from Eq. �15�. The following values, pro-
osed in Ref. �26� for potatoes, were used: cs=1381 J kg−1 K−1

nd cw=4187 J kg−1 K−1. A mean value of k=0.40 W m−1 K−1

rom the results obtained in Ref. �27� for the thermal conductivity
f potato was utilized in this paper. The influence of the phase
onversion factor �0���1� on the transient moisture content and
emperature profiles is very small. A mean value of �=0.5 was
sed in the paper. For the GAB isotherm equation parameters the
ane experimental results for potatoes ��3�, p. 45� were used in

his paper �C0=6.609�10−1; �HC=528.4 kJ kg−1; K0=0.606;
HK=53.33 kJ kg−1; �HX=123.6 kJ kg−1�, except for Xm0. The
alue of Xm0=3.8�10−2 was obtained from our experimental re-
ults.

A number of drying experiments with similar experimental
onditions, �Ta=56.6–59.5°C, 2L0=2.36–3.14 mm, X0=3.70–

4.83 kg/kg, and T0=14.9–17.7°C�, have been carried out.
The experimental drying time was estimated from the determi-

ant of the information matrix. Figure 5 presents the transient

ig. 4 Change of the specific volume during the drying of po-
ato slices

Table 1 Estimated pa

D0 ·103

�m s−1�
E0

�kJ mol−1�

Initial guess 0.25 35
Estimated values 7.985 43.3
ournal of Heat Transfer
variation of the determinant of the information matrix if D0, E0, h,
hD, and � are simultaneously considered as unknown. Elements of
this determinant of the information matrix were defined �19� for a
large, but fixed number of transient temperature measurements
�451 in this case�.

The maximum determinant value corresponds to the drying
time when near equilibrium moisture content and temperature pro-
files have been reached.

The relative temperature sensitivity coefficients with respect to
the moisture diffusivity parameters, D0 and E0, are almost linearly
dependent, �Fig. 2�. Despite this, we were able to obtain results
using the OPTRAN �16� and the Levenberg–Marquardt algorithm
�18�. Table 1 shows the computationally obtained parameters and
rms error for experiment E1:Ta=58.13°C, 2L0=3.14 mm, X0
=4.80 kg/kg, and T0=17.53°C. The rms changes and the conver-
gence of the estimated values of the unknown parameters to the
final values during the iterative process of the Levenberg–
Marquardt method, for experiment E1 are shown in Fig. 6.

In Fig. 7 the estimated moisture diffusivities are compared with
the results published by other authors that used different methods.

In Fig. 8 the experimental transient temperature reading, Tx=0,
and the experimental volume-averaged moisture content change
during drying are compared with numerical solutions for the esti-
mated parameters. Very good agreements were obtained. The tem-
perature changes during the weighing of the slices on the second
shelf �every 10 min the second shelf together with the slices was
taken outside the channel for 15 s to be weighed� can be seen in
Fig. 8.

In Fig. 9, the experimental transient temperature reading, Tx=0,
and the experimental volume-averaged moisture content changes
during drying are compared with the numerical solutions with the
estimated parameters in the cases when the shrinkage effect was

Fig. 5 Determinant of the information matrix

eters and rms error

h
W m−2 K−1�

hD ·102

�m s−1�
�

�−�
rms
�°C�

25 2.8 0.125 4.93
31.08 3.48 0.0899 0.55
ram

�
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ncorporated and when it was not incorporated. It is very clear that
he shrinkage effect cannot be ignored in the calculations of the
rying processes of potato slices.

onclusions
The inverse problem of simultaneous estimation of thermo-

hysical properties and the boundary condition parameters of dry-
ng thin slices of vegetables by using only temperature measure-

ents has been analysed. For this, a mathematical model of
rying of shrinking bodies has been developed. As a representa-
ive vegetable product, a slice of a potato has been chosen.

It can be concluded that in the convective drying experiment it
s possible, based on a single thermocouple temperature response,

ig. 6 Convergence history of rms errors and estimated
arameters
Fig. 7 Moisture diffusivity of potatoes „see †28–43‡…

84 / Vol. 129, MARCH 2007
to estimate simultaneously the two moisture diffusivity param-
eters, the convection heat and mass transfer coefficients, and the
relative humidity of the drying air.

Estimated moisture diffusivities compare well with the values
obtained by other authors who utilized different methods.

Very good agreement between the experimental and numerical
temperature and volume-averaged moisture content changes dur-
ing drying has been obtained.

Since the relative temperature sensitivity coefficients with re-
spect to the moisture diffusivity parameters in the Arrhenius-type

Fig. 8 Time-variations during drying: The midplane tempera-
ture, Tx=0, the temperature of the drying air, Ta, and the volume-
averaged moisture content, X: „a… the first shelf, and „b… the
second shelf

Fig. 9 Changes during drying with shrinkage effect and with-
out shrinkage effect: The midplane temperature, Tx=0 and the

volume-averaged moisture content, X

Transactions of the ASME
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unction are linearly dependent, other models for describing the
oisture content and temperature-dependent moisture diffusivity

ould be analyzed in the future.

omenclature
a  water activity
c  heat capacity �dry basis�, J K−1 kg−1 db
C  concentration of water vapor, kg m−3

D  moisture diffusivity, m2 s−1

D0  Arrhenius factor, m2 s−1

E0  activation energy J kg−1

E  ordinary least square norm �°C�2

h  heat transfer coefficient, W m−2 K−1

hD  mass transfer coefficient, m s−1

�H  latent heat of vaporization, J kg−1

I  identity matrix
jm  mass flux, kg m−2 s−1

jq  heat flux, W m−2

J  sensitivity matrix
k  thermal conductivity, W m−1 K−1

L  flat plate thickness, m
m  mass, kg
ps  saturation pressure, Pa
P  vector of unknown parameter
R  absolute gas constant, J K−1 mol−1

Rw  specific gas constant, J K−1 kg−1

t  time, s
T  temperature, °C

Tk  temperature, K
T  vector of estimated temperature, °C
v  specific volume, m3 kg−1

V  volume, m3

x  distance from the midplane, m
X  moisture content �dry basis�, kg kg−1 db
Y  vector of measured temperature, °C

reek Symbols
��  shrinkage coefficient, -
�  thermo-gradient coefficient, K−1

�  phase conversion factor

  damping parameter
�  density, kg m−3

�  relative humidity
�  dimensionless coordinate

ubscripts
a  drying air

b0  fully dried body
f  final

m  monolayer
w  water
s  dry solid

uperscripts
r  number of iterations
T  transposed

eferences
�1� Luikov, A. V., 1972, Teplomassoobmen, Energia, Moscow.
�2� Karathanos, V. T., Maroulis, Z. B., Marinos-Kouris, D., and Saravacos, D. G.,

1996, “Higrothermal and Quality Properties Applicable to Drying,” Drying
Technol., 14, pp. 1403–1418.

�3� Rahman, S., 1995, Food Properties Handbook, CRC Press, Boca Raton.
�4� Dantas, L. B., Orlande, H. R. B., and Cotta, R. M., 2001, “Estimation of

Dimensionless Parameters of Luikov’s System for Heat and Mass Transfer in
Capillary Porous Media,” Int. J. Therm. Sci., 41, pp. 217–227.

�5� Dantas, L. B., Orlande, H. R. B., Cotta, R. M., and Lobo, P. D. C., 2000,
“Parameter Estimation in Moist Capillary Porous Media by Using Temperature
Measurements,” Inverse Problems in Engineering Mechanics II, M. Tanaka

and G. S. Dulikravich, eds., Elsevier, Amsterdam, pp. 53–62.

ournal of Heat Transfer
�6� Dantas, L. B., Orlande, H. R. B., and Cotta, R. M., 2002, “Effects of Lateral
Heat Losses on the Parameter Estimation Problem in Moist Capillary Porous
Media,” Inverse Problems in Engineering Mechanics III, M. Tanaka and G. S.
Dulikravich, eds., Elsevier, Amsterdam, pp. 13–22.

�7� Kanevce, G. H., Kanevce, L. P., and Dulikravich, G. S., 2000, “Moisture
Diffusivity Estimation by Temperature Response of a Drying Body,” Inverse
Problems in Engineering Mechanics II, M. Tanaka and G. S. Dulikravich, eds.,
Elsevier, Amsterdam, pp. 43–52.

�8� Kanevce, G. H., Kanevce, L. P., and Dulikravich, G. S., 2000, “Influence of
Boundary Conditions on Moisture Diffusivity Estimation by Temperature Re-
sponse of a Drying Body,” Proc. 34th ASME National Heat Transfer Conf.,
Pittsburgh, PA, ASME paper No. NHTC2000-12296.

�9� Kanevce, G. H., Kanevce, L. P., and Dulikravich, G. S., 2002, “Simultaneous
Estimation of Thermophysical Properties and Heat and Mass Transfer Coeffi-
cients of a Drying Body,” Inverse Problems in Engineering Mechanics III, M.
Tanaka and G. S. Dulikravich, eds., Elsevier, Amsterdam, pp. 3–12.

�10� Kanevce, G. H., Kanevce, L. P., and Dulikravich, G. S., 2003, “An Inverse
Method for Drying at High Mass Transfer Biot Number,” Proc. HT03 ASME
Summer Heat Transfer Conference, Las Vegas, NV, ASME Paper No.
HT20003-40146.

�11� Kanevce, G. H., Kanevce, L. P., Mitrevski, V. B., and Dulikravich, G. S., 2000,
“Moisture Diffusivity Estimation From Temperature Measurements: Influence
of Measurement Accuracy,” Proc. 12th Int. Drying Symposium (IDS’2000), P.
J. A. M. Kerkhof, W. J. Coumans, G. D. Mooiweer, eds., Noordwijkerhout,
The Netherlands, Paper No. 337.

�12� Kanevce, G. H., 1998, “Numerical Study of Drying,” Proc. 11th International
Drying Symposium (IDS ’98), Halkidiki, Greece, Vol. A, pp. 256–263.

�13� Saravacos, G. D., and Maroulis, Z. B., 2001, Transport Properties of Foods,
Marcel Dekker, New York.

�14� Rovedo, C., Suarez, C., and Viollaz, P., 1998, “Analysis of Moisture Profiles,
Mass Biot Number and Driving Forces During Drying of Potato Slabs,” J.
Food. Eng., 36, pp. 211–231.

�15� Zogzas, N. P., and Maroulis, Z. B., 1996, “Effective Moisture Diffusivity Es-
timation From Drying Data: A Comparison Between Various Methods of
Analysis,” Drying Technol., 14�7&8�, pp. 1543–1573.

�16� Dulikravich, G. S., Martin, T. J., Dennis, B. H., and Foster, N. F., 1999,
“Multidisciplinary Hybrid Constrained GA Optimization,” Evolutionary Algo-
rithms in Engineering and Computer Science: Recent Advances and Industrial
Applications (EUROGEN’99), K. Miettinen, M. M. Makela, P. Neittaanmaki
and J. Periaux, eds., Wiley, Jyvaskyla, Finland, pp. 231–260.

�17� Beck, J. V., and Arnold, K. J., 1977, Parameter Estimation in Engineering and
Science, Wiley, New York.

�18� Marquardt, D. W., 1963, “An Algorithm for Least Squares Estimation of Non-
linear Parameters,” J. Soc. Ind. Appl. Math., 11, pp. 431–441.

�19� Ozisik, M. N., and Orlande, H. R. B., 2000, Inverse Heat Transfer: Funda-
mentals and Applications, Taylor and Francis, New York.

�20� Fletcher, R., and Powell, M. J. D., 1963, “A Rapidly Convergent Descent
Method for Minimization,” Comput. J., 6, pp. 163–168.

�21� Rao, S., 1996, Engineering Optimization: Theory and Practice, 3rd ed. J.
Wiley Interscience, New York.

�22� Pshenichny, B. N., 1969, Numerical Methods in Extremal Problems, Mir, Mos-
cow.

�23� Nelder, J. A., and Mead, R., 1965, “A Simplex Method for Function Minimi-
zation,” Comput. J., 7, pp. 308–313.

�24� Goldberg, D. E., 1989, Genetic Algorithms in Search, Optimization and Ma-
chine Learning, Addison-Wesley, Cambridge, MA.

�25� Storn, R., 1997, “Differential Evolution—A Simple and Efficient Heuristic for
Global Optimization Over Continuous Spaces,” J. Global Optim., 11�4�, pp.
341–359.

�26� Niesteruk, R., 1996, “Changes at Thermal Properties of Fruits and Vegetables
During Drying,” Drying Technol., 14, pp. 415–422.

�27� Donsi, G., Ferrari, G., and Nigro, R., 1996, “Experimental Determination of
Thermal Conductivity of Apple and Potato of Different Moisture Contents,” J.
Food. Eng., 30, pp. 263–268.

�28� Aguilera, J. M., Chirife, J., Flink, J. M., and Karel, M., 1975, “Computer
Simulation of Nonenzymatic Browing During Potato Dehydration,” Lebensm.-
Wiss. Technol., 8, pp. 128–133.

�29� Chirife, J., 1983, “Fundamentals of the Drying Mechanism During Air Dehy-
dration of Foods,” Advances in Drying, A. S. Mujumdar, ed., Hemisphere,
New York, pp. 73–102.

�30� Frias, A., Clemente, G., Rossello, C., and Mulet, A., 2003, “Kinetics of Flu-
idized Bed Drying of Potato,” Proc. Symposium EUDrying 03, Heraklion,
Crete, Greece, pp. 224–230.

�31� Gekas, V., and Lamberg, I., 1991, “Determination of Diffusion Coefficients in
Volume-Changing Systems—Application in the Case of Potato Drying,” J.
Food. Eng., 14, pp. 317–326.

�32� Islam, M. N., and Flink, J. M., 1982, “Dehydration of Potato II. Osmotic
Concentration and Its Effects on Air Drying Behaviour,” J. Food Technol., 17,
pp. 373–385.

�33� Khraisheh, M. A. M., Cooper, T. J. R., and Magee, T. R. A., 1997, “Transport
Mechanisms of Moisture During Air Drying Processes,” Trans. IChemE, Part
C, 75 Part C, pp. 34–40.

�34� Kiranoudis, C. T., Maroulis, Z. B., and Marinos-Kouris, D., 1992, “Model
Selection in Air Drying of Foods,” Drying Technol., 10�4�, pp. 1097–1106.

�35� Kiranoudis, C. T., Maroulis, Z. B., and Marinos-Kouris, D., 1995, “Heat and
Mass Transfer Model Building in Drying With Multiresponse Data,” Int. J.

Heat Mass Transfer, 38�3�, pp. 463–480.

MARCH 2007, Vol. 129 / 385



3

�36� Magee, T. R. A., and Wilkinson, C. P. D., 1992, “Influence of Process Vari-
ables on the Drying of Potato Slices,” Int. J. Food Sci. Technol., 27, pp.
541–549.

�37� Maroulis, Z. B., Kiranoudis, C. T., and Marinos-Kouris, D., 1995, “Heat and
Mass Transfer in Air Drying of Foods,” J. Food. Eng., 26�1�, pp. 113–130.

�38� McLaughlin, C. P., and Magee, T. R. A., 1999, “The Effects of Air tempera-
ture, Sphere Diameter and Puffing With CO2 on the Drying of Potato Spheres,”
Drying Technol., 17�1&2�, pp. 119–136.

�39� McMinn, W. A. M., and Magee, T. R. A., 1996, “Air Drying Kinetics of Potato

Cylinders,” Drying Technol., 14�9�, pp. 2025–2040.

86 / Vol. 129, MARCH 2007
�40� Mulet, A., 1994, “Drying Modelling and Water Diffusivity in Carrots and
Potatoes,” J. Food. Eng., 22, pp. 329–348.

�41� Rovedo, C., Suarez, C., and Viollaz, P., 1995, “Drying of Foods: Evaluation of
Drying Model,” J. Food. Eng., 26, pp. 1–12.

�42� Wang, N., and Brennan, J. G., 1992, “Effect of Water Binding on the Drying
Behaviour of Potato,” Proc. 8th Int. Drying Symposium, Montreal, Quebec,
Canada, pp. 1350–1359.

�43� Yusheng, Z., and Poulsen, K. P., 1988, “Diffusion in Potato Drying,” J. Food.
Eng., 7, pp. 249–262.
Transactions of the ASME



O
N
S
N
C

S
M
D
T
E
2
C
e

T
t
a
t
p
e
s
e
w
g
s
m
�

K
n

1

s
s
t
T
t
t

s
a

N

r

J

Journal of
Heat Transfer Technical Briefs
n the Use of the Fully Compressible
avier-Stokes Equations for the
teady-State Solution of
atural Convection Problems in
losed Cavities

andip Mazumder
em. ASME
epartment of Mechanical Engineering,
he Ohio State University,
410 Scott Laboratory,
01 W. 19th Avenue,
olumbus, OH 43210
-mail: mazumder.2@osu.edu

he steady-state compressible form of the Navier-Stokes equa-
ions, along with no-slip boundary conditions on walls, represents

boundary value problem. In closed heated cavities, these equa-
ions are incapable of preserving the initial mass of the cavity and
redicting the pressure rise. A simple strategy to adjust the refer-
nce pressure in the system is presented and demonstrated. The
trategy is similar to solving the transient form of the governing
quations, but completely eliminates truncation errors associated
ith temporal discretization of the transient terms. Results exhibit
ood agreement with previous reports. Additional results are
hown to highlight differences between the fully compressible for-
ulation and the Boussinesq approximation.

DOI: 10.1115/1.2430726�

eywords: CFD, natural convection, closed cavity, compressible,
on-Boussinesq, variable density, SIMPLE

Introduction
Natural convection problems in closed cavities are unique. In

uch problems, the steady-state solution, assuming that it exists, is
trongly dependent upon the initial mass �which translates to ini-
ial temperature and pressure in the case of a gas� in the cavity.
his simple fact defies the general notion that at steady state ini-

ial conditions are forgotten. The observation also raises the ques-
ion as to how steady state should be dealt with in analysis.

The Boussinesq approximation has found prolific usage in the
olution of natural convection problems �1,2�. The Boussinesq
pproximation is only valid for “small” changes in temperature,
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and its use cannot be justified for scenarios in which the tempera-
ture variations are “large,” such as in closed furnaces and burners,
since variable density �or compressibility� effects can become sig-
nificant. In such a scenario, the fully compressible form of the
governing equations must be used. This general case is the central
focus of this short note.

In pressure-based approaches, such as the SIMPLE genre of
algorithms �3,4�, steady-state solution is generally obtained by
directly solving the steady-state conservation equations, i.e., con-
servation equations without the time derivatives. In this technical
brief, it is shown that solution of the steady-state fully compress-
ible conservation equations �i.e., without the Boussinesq approxi-
mation� always results in physically inconsistent results if the
computational domain is completely bounded by walls and there
are no inflow/outflow boundaries. The inconsistency is a result of
the fact that when the steady-state continuity equation is solved,
the mass fluxes balance, but the initial mass in the cavity is not
necessarily preserved since the density is allowed to change with
temperature. A simple correction strategy is developed to address
this inconsistency. The use of this correction strategy is finally
demonstrated by solving a natural convection problem in a closed
cavity using the SIMPLE algorithm and the fully compressible
�i.e., without the Boussinesq approximation� steady-state conser-
vation equations. Results, with and without the Boussinesq ap-
proximation, are compared for different Rayleigh numbers. It is
found that although the average Nusselt numbers differ margin-
ally, the local Nusselt numbers predicted by the two formulations
differ significantly when the driving temperature differential is
large, i.e., when compressibility effects are important.

2 Analysis and Results
The governing equations are the conservations of mass, mo-

mentum and energy. At steady state, they are written as �5�

� � ��U� = 0 �1�

� � ��UU� = − �p + � � �� � U� + �g �2�

� � ��cpUT� = � � �kc � T� �3�

where U is the fluid velocity vector; p is the pressure; T is the
temperature; and g is the gravity vector. The density, dynamic
viscosity, thermal conductivity, and specific heat capacity of the
fluid are denoted by �, �, kc, and cp, respectively. In writing Eq.
�2�, it has been assumed that the fluid in question is Newtonian. In
writing Eq. �3�, it has been assumed that the specific heat capacity
is independent of temperature, in addition to assumptions of the
absence of radiation, external work, and viscous dissipation.

Let us now consider a natural convection problem in a closed
cavity with a vertical hot wall at temperature Th, a vertical cold
wall at temperature Tc, and adiabatic horizontal walls. Let us also
assume that initially the gas inside has the same temperature as
the cold wall, and is at rest. As the gas inside becomes heated by
conduction from the hot wall, both its average temperature and
average pressure will increase, such that its average density re-

mains more or less unchanged. While the increase in temperature
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s caused by heat transfer, the increase in pressure is caused by the
act that since the total volume and mass of the system are both
nchanged, the thermodynamic pressure must rise to keep the
verage density unchanged and preserve the mass in the cavity.

The solution of the steady state continuity and momentum
quations �Eqs. �1� and �2�� does not provide the thermodynamic
ressure of the system. The pressure distribution calculated is the
ydrodynamic pressure distribution, and is essentially a pressure
istribution that is consistent with the fluid flow pattern. This pres-
ure must be added to a prescribed reference value to obtain the
otal thermodynamic pressure. The reference pressure is not
nown a priori, and can only be obtained by enforcing that the
nitial mass of the system remains unchanged. Unfortunately, the
teady-state equations represent boundary value problems and do
ot have the mechanism in place to preserve the effect of initial
onditions. Thus, the solution obtained by solving Eqs. �1�–�3�
ill be self-consistent, but physically inconsistent. Heat transfer
ill heat the system and lower the average density since the ther-
odynamic pressure increase cannot be calculated using the

teady-state equations. The result will be loss of mass from what
as initially present in the closed cavity. One approach to circum-
ent this problem is to additionally enforce that the total initial
ass in the system is preserved. This idea will be used shortly to

evelop a strategy for self-consistent calculation of the reference
ressure in the system.

An enormous volume of literature that reports numerical simu-
ation of natural convection in closed cavities exists �Ref. �2� and
he work cited therein�. The preceding discussion raises the obvi-
us question: Are all these published results of dubious credibil-
ty? A discussion of this critical issue is warranted at this juncture.
irst of all, the vast majority of natural convection calculations

hat have been reported in the literature have been performed after
nvoking the Boussinesq approximation. In the Boussinesq form
f the governing equations, it is assumed that the density is a
onstant in all terms except in the body force term of the momen-
um equation. If the density is constant, the initial mass within the
ystem is automatically preserved even if the system is heated.
hus, the Boussinesq form of the steady-state equations will result

n both self-consistent and physically consistent results. It is also
orth noting that the vast majority of results reported in the lit-

rature are computed and presented in nondimensional form,
hereby allowing one to choose a small temperature difference
and adjust other parameters to get the desired Rayleigh number�
o that compressibility effects are truly negligible and the Bouss-
nesq approximation itself is valid.

Strategy for Correction of Reference Pressure. For steady-
tate calculations, a strategy for correction of the reference pres-
ure can be developed by enforcing that the total mass within the
losed cavity remains unchanged. The correction strategy is de-
cribed here in the context of the SIMPLE algorithm. Assuming
hat the fluid inside is a gas that obeys the ideal gas law, the initial

ass in the system is calculated as

minit = �
i=1

NC � piVi

RTi
�

init
�4�

here NC is the total number of finite volumes �or cells� used in
he computation; pi, Vi, and Ti the pressure, volume, and tempera-
ure, respectively of the ith cell; and R is the characteristic gas
onstant. At any outer loop iteration of the SIMPLE algorithm, k,
he total mass in the system must be equal to the initial mass, and
hus

minit = mk = �
i=1

NC � piVi

RTi
�

k

= �
i=1

NC � �p0 + pi
H�Vi

RTi
	

k

�5�

here the pressure has been additionally split into a reference
ressure, p0, which is invariant in space and a hydrodynamic pres-

H
ure, pi , that varies from cell to cell. Equation �5� may be rear-
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ranged to recalculate the reference pressure at each outer iteration
of the SIMPLE algorithm

�p0�k = �minit − �
i=1

NC � pi
HVi

RTi
�

k
	
�

i=1

NC � Vi

RTi
�

k

�6�

The correction of the reference pressure must be performed at the
end of each outer loop iteration prior to calculation of the density.
The overall SIMPLE algorithm, after inclusion of this correction
step, is depicted in Fig. 1.

The correction scheme, just described, stems from the realiza-
tion that one of the solutions to the problem discussed here is to
solve the unsteady form of the governing equations. This will
automatically preserve the initial mass in the cavity. Unfortu-
nately, solution of the unsteady equations gives rise to an addi-
tional truncation error due to temporal discretization and is, there-
fore, not always desirable for cases when the steady state solution
is sought. In essence, the correction scheme introduced here is
equivalent to pseudo-time marching the continuity equation alone,
but without introducing any additional temporal discretization er-
ror.

Sample Calculations. The fully compressible formulation, af-
ter the necessary consistency corrections just described, was used
to compute natural convection in a closed square cavity. In addi-
tion, computations were also performed using the Boussinesq ap-
proximation. Four different Rayleigh numbers were considered,
and the parameters chosen for the computations are shown in
Table 1. The hot wall temperature, Th, was computed from the

Fig. 1 Flowchart of the SIMPLE algorithm with the proposed
modification to update the reference pressure highlighted in
gray

Table 1 Parameters used for sample calculations in the cur-
rent study

Parameter Value or definition

Dynamic viscosity, � 2�10−5 kg m−1 s−1

Thermal conductivity, kc 0.026 W m−1 K−1

Specific heat capacity, cp 1012 J kg−1 K−1

Initial pressure in cavity =p0=1 bar
Temperature of cold wall, Tc 300 K
Initial density in cavity =�0= p0 /RTc

Size of cavity, L�H 2 cm�2 cm
Prandtl number, Pr =�cp /kc=0.77
Grashof number, GrL =2g�Th−Tc�L3� �Th+Tc��� /�0�2

Rayleigh number, RaL GrL�Pr
Temperature of hot wall, Th

obtained by inverting expression
for RaL �see Table 2�
Transactions of the ASME
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rescribed Rayleigh numbers by inverting the relationship shown
n Table 1. All computations were performed using the finite vol-
me method �3,4� on a 100�100 uniform co-located mesh. The
ame calculations were also performed on a 40�40 uniform co-
ocated mesh, and the calculated average Nusselt numbers were
ound to be within 1.2% of the finer mesh results. Thus, the results
btained using the 100�100 mesh are presented here. The advec-
ion terms were treated using the first order upwind difference
cheme, while the diffusion terms were treated using the central

able 2 Predicted average Nusselt numbers at the hot wall
ith and without the Boussinesq approximation, and compari-
on against previously reported numerical results

RaL Th Nuav
a

Nuav, current study,
with Boussinesq

Nuav,
current study,

without Boussinesq

104 314.8 2.24 2.25 2.25
3�104 346.7 3.14 3.16 3.16

105 490.5 4.51 4.57 4.57
3�105 1865.9 unavailable 6.34 6.38

From Ref. �8�.

Fig. 3 Predicted temperature and flow distribution
RaL=3Ã105

„Th−Tc=1565.9 K…. The velocity vector

vals of four grid points to better depict the flow patte

ournal of Heat Transfer
Fig. 2 Error in local Nusselt numbers at the hot wall, defined
as „Nu −Nu …Ã100/Nu
s with and without the Boussinesq approximation for
s have been set to uniform size and plotted at inter-
rn.
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ifference scheme �3,4�. The pressure weighted interpolation
ethod �6,7� was used to address checkerboard pressure oscilla-

ions associated with the solution of the Navier–Stokes equations
n a co-located mesh. The core SIMPLE algorithm was used.
epending on the Rayleigh number, it took between 300 and 1500
uter iterations for all residuals to decrease by ten orders of
agnitude.
Average Nusselt numbers predicted by the two formulations, as

ell as previously reported benchmark numerical results �8� are
hown in Table 2. First, it is seen that the results agree almost
erfectly with previously reported results, thereby validating the
urrent code. Second, the average Nusselt numbers predicted by
he two formulations are almost identical except for marginal dif-
erences in the very last case �RaL=3�105� in which the tempera-
ure differential �Th−Tc� is very large. This is a surprising result in
ight of the fact that for Th−Tc exceeding 1500 K, one would
xpect the Boussinesq approximation to fail and the Nusselt num-
ers predicted by the two formulations to be dramatically differ-
nt. The matter was further investigated by probing the local Nus-
elt numbers. Figure 2 shows errors in the local Nusselt numbers
redicted by the two formulations. The local Nusselt numbers
redicted by the two formulations, in strong contrast to the aver-
ge values, appear to be significantly different. The errors are
ositive in some locations, and negative in others, which explains
he remarkable closeness of the average values. The continuity
quation, under the Boussinesq approximation, is essentially a
olume conservation equation. In the fully compressible formula-
ion, it is truly a mass conservation equation. Thus, the local ve-
ocities predicted by the two approaches are different, especially
hen the spatial variation in density is significant �Fig. 3�. On the
ther hand, the average density is the same in both cases, since the
nitial mass is preserved. Thus, the average recirculation velocity,
hich is primarily buoyancy driven, is comparable in the two

ases, and helps explain why the average Nusselt numbers are
imilar, while the local values are significantly different. It is also
orth noting in Fig. 3 that the flow and temperature distributions
redicted by the Boussinesq form of the equations are always
iagonally symmetric, while the expansion of the hot gas near the
eft hot wall pushes the fluid toward the right cold wall in the fully
ompressible formulation, thereby destroying the symmetry. For
he same case, the density distribution without the Boussinesq
pproximation �fully compressible formulation� is also shown in
ig. 4, and clearly indicates a strong variation around a value of
.165, which is the mean density within the cavity.

ig. 4 Density distributions without the Boussinesq approxi-
ation for RaL=3Ã105

„Th−Tc=1565.9 K…
90 / Vol. 129, MARCH 2007
3 Summary and Conclusions
The steady-state compressible form of the Navier–Stokes equa-

tion, along with appropriate boundary conditions, represents a
boundary value problem. When used for solution of natural con-
vection problems in closed cavities, it is incapable of preserving
the initial mass in the cavity, and yields wrong solutions. Such
problems do not occur in the Boussinesq formulation since the
fluid is treated as incompressible as far as mass conservation is
concerned, and thus, the initial mass in the system is automatically
preserved. A strategy to preserve the mass within the cavity was
developed and demonstrated, and involves a simple algebraic cal-
culation to update the reference pressure in the system at each
iteration. Natural convection calculations were performed in a
square cavity for different Rayleigh numbers �which was changed
by changing the temperature differential between hot and cold
walls� with and without the Boussinesq approximation. It was
found that the Boussinesq approximation predicts average Nusselt
numbers remarkably well even when compressibility effects are
strong. Whether this is a mere coincidence or not will require
further systematic studies. On the other hand, as the temperature
differential was increased, local Nusselt numbers predicted by the
Boussinesq approximation began to differ significantly from those
predicted by the compressible formulation.

Nomenclature
cp � specific heat capacity of fluid �J kg−1 K−1�
g � gravity vector �m s−2�
g � acceleration due to gravity �=9.81 m s−2�
k � iteration index

kc � thermal conductivity of fluid �W m−1 K−1�
NC � number of cells �or finite volumes�

p � pressure �Pa�
p0 � reference pressure �Pa�
pi � absolute pressure at ith cell �Pa�
R � characteristic gas constant �=286 J kg−1 K−1 for

air�
RaL � Rayleigh number based on L, the distance be-

tween hot and cold wall
T � temperature �K�
Ti � temperature at ith cell �K�
Th � temperature of hot wall �K�
Tc � temperature of cold wall �K�
U � fluid velocity vector �m/s�
Vi � volume of ith cell �m3�

X ,Y � space variables �m�

Greek Symbols
� � dynamic viscosity �kg m−1 s−1�
� � mixture density �kg m−3�
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he minimum meniscus radius occurring in the heat pipe deter-
ines the maximum capillary heat transport. The accurate predic-

ion of minimum meniscus radii plays a key role in designing a
ighly efficient heat pipe cooling device. In the current investiga-
ion, a mathematical model predicting the minimum meniscus ra-
ius occurring in the sintered particles is developed. If the par-
icle size distribution is given, the model can be used to predict the
inimum meniscus radii in sintered particles.
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eywords: minimum meniscus radius, sintered particles, heat
ipe

ntroduction
A sintered particle wick has been widely used in high heat flux

eat pipes �1–3�. Researchers have developed a number of theo-
etical models determining the porosity of sintered particles. This
roperty depends on the particle shape, particle size, surface con-
ition, and packing method �4�. The boundary condition and met-
llurgy process could also determine this property. To simplify the
roblem, many researchers �5–8� have only focused on the loose
acking spherical particles with either one uniform or two differ-
nt radii. One typical approach is using the high-speed computer
nd statistical physics to simulate the particle system �6–8�. In
ddition to the porosity, another important parameter for a heat
ipe is the minimum meniscus radius. While the minimum menis-
us radius is directly related to the porosity, this property occur-
ing in the sintered particles has not been extensively studied. A
umber of heat pipe textbooks �2,3,9� have indicated that this
roperty for the sintered particles with a uniform size is equal to
.41r, where r is the particle radius. All of these heat pipe text-
ooks cited the reference written by Ferell and Alleavitch �10�,
ho actually did not conduct the investigation, and they cited it

rom Luikov’s work �11� and Luikov found this value using uni-
orm spherical particles and the radius of a circle inscribed among
our adjacent particles �11�. Clearly, it is necessary to conduct an
nvestigation to determine the minimum meniscus radius occur-
ing in the sintered particles.

The current investigation presents a mathematical model pre-
icting the minimum meniscus radius of sintered particles. What
he system consists of, in particular mixed particles with different
adii, makes the distribution of particles very complicated. This
aper analyzes the possible structures in the uniform spherical

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 3, 2006; final manuscript received

eptember 19, 2006. Review conducted by Louis C. Burmeister.

ournal of Heat Transfer Copyright © 20
particle system to obtain the minimum meniscus radius for this
case. Then using this information, a mathematical expression pre-
dicting the minimum meniscus radius for mixed particles is pre-
sented.

Mathematical Model
When heat is applied to the evaporating region of a heat pipe,

the heat will travel through the solid wall of the container to reach
the working fluid. Provided that the heat pipe has not reached the
boiling limit, heat will pass through the sintered particles saturated
with working fluid and reach the top surface of the working fluid
in the wick. The heat will then pass through a thin-film region
consisting of three regions: the nonevaporating thin film region,
the evaporating thin-film region, and the meniscus thin-film re-
gion �1�. The evaporation in the thin-film region makes the liquid–
vapor interface recede into the sintered particles. When the heat
input in the evaporator increases, the liquid–vapor interface will
further recede and cause the meniscus radius to become smaller.
The decrease in the meniscus radius increases the capillary pres-
sure to overcome the increase of pressure drop occurring in the
flow path of the working fluid. When the increase of heat input
has resulted in a minimum meniscus radius, the heat pipe has
reached the capillary limit. Clearly, the minimum meniscus radius
is a key in designing a high-heat flux heat pipe.

If heat is added to the sintered porous medium fabricated from
the perfectly spherical particles, the heat is transferred through the
sintered particles filled with the working fluid, reaching the top
surface where the liquid–vapor–solid interface exists. There, by
utilizing the thin-film evaporation, the heat is removed. In order to
avoid the boiling limit, the thickness of sintered particles in the
evaporating section is very thin; in particular, for a high heat flux
heat pipe �1�. Clearly, the meniscus radius variation occurring in
the top layer of sintered particles will be directly related to the
heat transport through the heat pipe and the minimum meniscus
radius occurring in the top layer of sintered particles will deter-
mine the maximum capillary heat transport capability of a heat
pipe. The minimum meniscus radius is directly related to the
maximum capillary pressure, i.e.

�pc,max =
2�

rc,e
�1�

The minimum meniscus radius, rc,e, in Eq. �1� is defined by

rc,e =
2Agap

Pgap
�2�

where Agap is the minimum area trapped by particles and Pgap is
the perimeter of the trapped area.

To simplify the problem, two assumptions are made, i.e., �1� the
whole system is in a stable state; and �2� the particles are spheri-
cal. In the stage of pouring particles, the system of these particles
�as shown in Fig. 1� may be unstable and the properties will be
different from those in a stable system. During the transition from
the unstable system to the stable system, symmetric structures
need more energy for a new structure because the symmetric
structures obtained the maximum energy during the pouring pro-
cess. In other words, once the symmetric structures during the
pouring process are formed, it is not easy for them to be restruc-
tured during the sintering process. Based on this assumption, only
symmetric structures shown in Fig. 2 are formed. The second
assumption is related to the shape of sintered particles. When the
particles are sintered, they could be combined or “melt” into each
other by the diffusion and their shapes are not perfectly spherical
any more. This might result in the variation of relative positions of
these particles.

For a structure to be stable, the following conditions should be

satisfied, i.e.

MARCH 2007, Vol. 129 / 39107 by ASME
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�mx = �N − 2�� �3�

�
y=1

M

�yx = 2� �4�

here Eq. �3� comes from one structure and Eq. �4� from one
article. If all particles are uniform and have the same radius, it is
ound that not all of the symmetric structures satisfy the require-
ents shown in Eqs. �3� and �4�, and only the triangular, rectan-

ular, and hexagonal structures could exist in the system. There-
ore, it can be concluded that the sintered particles investigated
ere consist of only these three structures. It is noticed that there
re several structures around one particle as shown in Fig. 3. List
ll possible arrangements of these structures and consider that
ach group of those structures has the same possibility. The per-
entage of each structure could be determined. Use A, B, C to
epresent triangular, rectangular, and hexagonal structures, respec-
ively. Table 1 lists all the possible groups of structures and the
umber of arrangements for each group. From Table 1, it could be
ound that the percentages for the triangular, rectangular, and hex-
gonal structures are 45%, 28%, and 27%, respectively. Using Eq.

Fig. 1 Structures in one layer of particles

Fig. 2 Some stable structures
Fig. 3 Angles and structures around one particle

92 / Vol. 129, MARCH 2007
�2� the minimum meniscus radii for these structures can be found
as 0.103r, 0.273r, and 0.654r, for the triangular, rectangular, and
hexagonal structures, respectively. The average minimum menis-
cus for the sintered particles with a uniform radius can be found
by

rc,e = 2
Agap,A · 45 % + Agap,B · 28 % + Agap,C · 27%

Pgap,A · 45 % + Pgap,B · 28 % + Pgap,C · 27%
= 0.443r

�5�

where r is the particle radius. The minimum meniscus radius of
0.443r derived here agrees well with 0.41r cited by Ferrell and
Alleavitch �10�, which has been accepted by most heat pipe text-
books �2,3,9�.

If the size of sintered particles is not uniform, the method de-
scribed above obviously cannot be used to predict the minimum
meniscus radius. To solve this problem, draw a long line linking
any two particles, as shown in Fig. 4. The line will pass through
all of the possible structures, which could be represented by the
angles and their relative edges, as shown in Fig. 4. This can trans-
form a two-dimensional �2D� problem into one dimensional.

Considering such a “long-enough” line, it could be found that
the number of particles along it is determined by the structures.
More structures need more particles to be included. The straight
line starts from the center of one particle in one structure and ends
at the center of one particle in another structure. The angle, �,
between the long line and the center connecting line of the first
two particles, as shown in Fig. 4, is called the start angle, which
would also influence the number of particles along the long line.
However, the start angle and structures are independent of each
other. With the variation of start angle, there exists a minimum
number, N0, of particles near the long line, which is directly de-
termined by the structures and could be used to represent the
structures. Hence, the number of particles along this long line is a
function of start angle � and N0, which can be expressed as

N = F�N0,�� = f���N0 �6�
In Fig. 4 there is another interconnected line connecting the center
of particles which are near the straight line. As discussed above,
this interconnected line contains all of the possible angles and
edges of structures with their percentage. Angles formed on one
side of the straight line are indicated by �1, �2, �3 , . . . ,�l−1, and
�l and those formed on another side of the straight line by �1, �2,
�3 , . . . ,�m−1, and �m.

The total length of the straight line can be found as

L = �
n=1

N

�R0 cos � + Rn cos�� − � �l + � �m��
= �M1

2 + M2
2 cos�� + �� �7�

where

M1 = R0 + �
n=1

N

�Rn cos�− � �l + � �m�� �8�

M2 = �
n=1

N

�Rn sin�− � �l + � �m�� �9�

2 2

Table 1 Possible groups and arrangements

Group 6A 4B 3C 3A+2B 2A+2C 4A+1C
1A+2B

+1C Total

Arrangements 1 1 1 2 2 1 2 10
cos � = M1/�M1 + M2
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sin � = M2/�M1
2 + M2

2 �10�

onsidering Eq. �6�, the length of the straight line could be ex-
ressed as

L = �f���N0�� XiRi
2 + g�R,�,��/N�cos�� + �� �11�

here g�R ,� ,��, the sum of N�N−1� terms, is the function of
dges and angles.

Imagine one layer of particles placed on a large rectangle sur-
ace and each side long enough, where the area of the minimum
aps trapped by particles is equal to the difference between the
ectangle area and the total area of all of the particles. The total
ength of perimeters of all the minimum gaps trapped by particles
n the rectangle is equal to the total length of perimeters of all the
articles. Then, the minimum meniscus radius can be found as

rc,e = 2Agap/Pgap =
L1L2 − �N0

2f���f��/2 − �� � �Y jrj
2�

�N0
2f���f��/2 − �� � �Y jrj�

�12�

quation �12� can be used to calculate the minimum meniscus
adius occurring in the sintered particles with different sizes.

For example, when the sintered particles consist of two kinds of
articles with diameters of 100 �m and 50 �m, respectively, with
hese given particle sizes, the total length of the straight line could
e simplified as

L � kf���N0�� XiRi
2 �13�

here the constant k considers the angle effect. Then Eq. �12� can
e expressed as

rc,e =
k2 � �XiRi

2� − � � �Y jrj
2�

� � �Y jrj�
�14�

he constant k can be determined from the sintered particles with

Fig. 4 Possible structures
he uniform size, which can be found as

ournal of Heat Transfer
k2 = 1.1333 �15�

Figure 5 illustrates the minimum meniscus radius variation for
mixed particles with diameters of 100 �m and 50 �m. As shown,
the predicted minimum meniscus radius is smaller than the aver-
age one, which can directly answer the question why the sintered
mixed particles can produce a higher capillary pumping capability
in a heat pipe.

Conclusions
A mathematical model predicting the minimum meniscus radius

occurring in the sintered particles with different sizes is devel-
oped. For uniform-size particles, the minimum meniscus radius is
found to be equal to 0.443r. When the sintered particles are mixed
with different sizes, the minimum meniscus radius can be pre-
dicted by

ne layer of mixed particles
Fig. 5 Minimum meniscus radius predicted by Eq. „14…
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rc,e = 2Agap/Pgap =
k2 � �XiRi

2� − � � �Y jrj
2�

� � �Y jrj�

he investigation conducted here can result in a better understand-
ng of heat transfer mechanisms occurring in a high-heat-flux heat
ipe.

omenclature
Agap 	 area of the gap

E 	 potential energy
k 	 constant
L 	 length of the line

M 	 number of angles around one particle
N 	 number of the edges in one structure in Eq.

�2�; number of particles
�pc,max 	 maximum capillary pressure drop

Pgap 	 perimeter of the gap
r 	 radius of particle

rc,e 	 effective porous radius
R 	 edge length of structure
S 	 total area
X 	 percentage of the edge of the structure
Y 	 percentage of particle

reek Symbols
� 	 structure angles in Eqs. �2� and �3�; angles

upward
� 	 angles downward
� 	 start angle
94 / Vol. 129, MARCH 2007
� 	 surface tension

Subscripts
i 	 structure edges
j 	 particle radius
l 	 upward angles

m 	 structure in Eq. �2�; downward angles
n 	 particles along the line
x 	 angles in one structure
y 	 angles around one paritcle
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olid/liquid phase change occurring in a rectangular container
ith and without metal foams subjected to periodic pulsed heating

s investigated. Natural convection in the melt is considered.
olume-averaged mass and momentum equations are employed,
ith the Brinkman–Forchheimer extension to Darcy’s law used to
odel the porous resistance. A local thermal nonequilibrium
odel, assuming equilibrium melting at the pore scale, is em-
loyed for energy transport through the metal foams and the in-
erstitial phase change material (PCM). Separate volume-
veraged energy equations for the foam and the PCM are written
nd are closed using a heat transfer coefficient. The enthalpy
ethod is employed to account for phase change. The governing

quations for the PCM without foam are derived from the porous
edium equations. The governing equations are solved implicitly
sing a finite volume method on a fixed grid. The coupled effect of
ulse width and natural convection in the melt is found to have a
rofound effect on the overall melting behavior. The influence of
ulse width, Stefan number, and Rayleigh number on the temporal
volution of the melt front location and the melting rate for both
he cases with and without metal foams is investigated.
DOI: 10.1115/1.2430728�

eywords: heat transfer, phase change, porous media, natural
onvection, nonequilibrium, enhancement

ntroduction
Solid–liquid phase change �1,2� and cyclic melting and freezing

re frequently encountered in latent heat storage systems and have
ttracted considerable attention for thermal energy storage appli-
ations �1�. In these applications, energy is stored in the form of
atent heat of fusion during melting, and is recovered during freez-
ng. Detailed reviews of melting and freezing phenomena can be
ound in Refs. �2–4�. In many electronics applications, periodic
hermal transients may occur; examples include electronic power
teering controllers, power semiconductors for motor drives and
ntilock braking controllers.

Though there is extensive literature on solid–liquid phase
hange �5,6�, periodic pulse heating of phase change materials for
lectronics cooling has received less attention. Periodic melting
nd freezing in latent heat storage systems for space applications
ave been studied, and details of the system performance for these
pplications are available in Refs. �7,8�. However, the frequency
f pulses investigated in these applications is usually very low.
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eived August 14, 2006. Review conducted by Jose L. Lage. Paper presented at the
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ando, FL, USA, November 5–11, 2005.
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A few studies have considered transient phase change for elec-
tronics cooling. Lu �9� reported a study of phase-change cooling
with emphasis on suppressing the junction temperature rise due to
a single high-power pulse. This study also provided design guide-
lines for high-power electronic packages. Evans et al. �10� ana-
lyzed power electronic packages and provided design guidelines
relating the materials, geometry, power input, and junction tem-
perature for steady-state conditions and transient pulses. Pal and
Joshi �11� investigated numerically the melting of a phase change
material �PCM� under transient variations in the power input for
passive thermal control of electronic modules.

Commonly used PCMs such as paraffins have very low thermal
diffusivity and are not suitable for transient thermal management
applications. In order to improve their effective thermal conduc-
tivity and enhance heat transfer rates, internal fins or metal foams
have been introduced into the PCM �12–14�. Vesligaj and Amon
�15� investigated passive thermal control of portable electronics
using PCMs with thermal conductivity enhancers under unsteady
thermal workloads. Alawadhi and Amon �16� also studied phase
change inside enclosures with metal fins to enhance heat transfer
for transient applications. Baker et al. �17� performed an analysis
of the thermal control performance of a nonmetallic PCM with
metallic fins under periodic heating. They reported significant
temperature suppression in periodic heat generating systems with
little or no weight penalties for space applications. Similarly, Pal
and Joshi considered thermal control of heat sources using metal
foams �18�. Harris et al. �19� presented an approximate theoretical
model to analyze the phase change process in a porous medium.
Assuming equilibrium melting at the pore scale, a parametric
study based on a semi-heuristic conduction model was formu-
lated. The conditions for the existence of local thermal equilib-
rium were explored.

The objective of the present work is to investigate the problem
of solid–liquid phase change occurring in a rectangular enclosure
under pulsed heating from one side. The effect of incorporating
metal foams in the enclosure is considered. The difference in re-
sponse time between systems with and without metal foam has
important implications for the thermal management of transient
energy pulses �20�. If the time scale of the energy pulse is short
compared to the response time of the heat sinking system, local
overheating is possible. The presence of a metal foam decreases
the response time substantially, and thus PCM systems with metal
foams perform significantly better than those without metal
foams. The objective of the present study is to investigate the
influence of pulse width, Stefan number, and Rayleigh number on
the temporal evolution of the melt front location �melting rate�
and heat transfer from the active wall with and without metal
foams. This work is a follow up to previous studies on metal
foams by the authors �13,14�, in which a constant heat input was
provided to the domain with and without metal foams being
present.

Mathematical Model
A schematic diagram of the problem under investigation is

shown in Fig. 1. The square domain of side H encloses the metal
foam and PCM. The vertical wall on the right is maintained at a
constant temperature TC. The top and bottom walls are adiabatic.
The metal foam and the PCM are at equilibrium at temperature
TC

* , initially. At time �=0, a rectangular pulsed temperature con-
dition as shown in Fig. 1 is applied to the vertical wall on the left.
The applied temperature alternates between the hot wall tempera-
ture, TH�Tmelt, and the cold wall temperature, TC�Tmelt. The
thermophysical properties of the solid metal foam and the PCM
are assumed to be constant over the range of temperatures consid-
ered. The liquid PCM is assumed to be incompressible, Newton-
ian, and subject to the Boussinesq approximation. Volume change
due to phase change is ignored, as are thermal dispersion effects.

Using the dimensionless variables

MARCH 2007, Vol. 129 / 39507 by ASME
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� =
x

H
; � =

y

H
; � =

t� f

H2 ; U =
uH

� f
; P =

pH2

� f� f� f

Ts
* =

�Tm − Tc�
�TH − TC�

; Tf
* =

�Tf − TC�
�TH − TC�

; T* =
�T − TC�

�TH − TC�
he dimensionless equations governing the conservation of mass,

omentum and energy are

� . U = 0 �1�

1

Pr
� 1

	

�U

��
+

1

	2 �U . ��U� = − �P +
1

	
�2U − � 1

Da2 +
F

Pr . Da
�U��U

+ Ra Tf
* g

�g�
�2�

�1 − 
��
�Tm

*

��
= �1 − 
���2Tm

* − Nui�Tm
* − Tf

*� �3�



�Tf

*

��
+ �U . ��Tf

* = 
�2Tf
* −




Ste

�

��
− Nui�Tf

* − Tm
* � �4�

n the above equations, F is the inertial coefficient;  is the frac-
ion of liquid in the PCM �=Vl /Vf�; and 	 is the fraction of
iquid PCM in the given volume �	=
�. The energy equations
re closed using a heat exchange term. Details of the mathemati-
al model can be found in Refs. �13,14�. A detailed discussion of
he numerical methods employed for solving Eqs. �1�–�4�, as well
s code validation, and grid- and time-step independence are also
vailable in Refs. �13,14� and are not repeated here. A nonuniform
rid of 102�102 is employed for all the computations.

The inertial coefficient, F, for flow through metal foams is
.068 �21�. The melting point of the PCM is maintained constant
t Tmelt

* =0.3 for the calculations presented below. For metal
oams, a constant porosity of 0.8 is used for all the computations.
or organic PCMs �Pr�25� undergoing phase change in porous
nclosures, the velocities encountered are small ��O�10−3� m/s
r less� for Ra Da2�104. As the system is expected to be largely
onduction dominated, it is critical to establish the diffusion limit
or the interstitial heat transfer coefficients. The interstitial Nusselt
umber based on the pore diameter used for all the calculations is
.9, based on the expression of Morgan �22� for flow over cylin-
ers at the conduction limit. The details of the calculations and the
ffect of different interstitial Nusselt numbers on the heat transfer
haracteristics of metal foam-integrated PCM enclosures are
vailable in Ref. �14�. For the periodic heat input studied here,
wo different pulse widths �w are chosen corresponding to: �i� the
ime for natural convection to just set in ��w�9 Ra−1/2 /Ste� �5�;

Fig. 1 Schematic diagram of the problem under investigation
nd �ii� the time for the entire PCM to melt completely.

96 / Vol. 129, MARCH 2007
Results and Discussion
Melting of a pure phase change material �without foam� is first

considered, followed by an investigation of the effects of the pres-
ence of a foam. The Prandtl number of the PCM material is 50,
and the nondimensional melting temperature is fixed at 0.3. Fur-
ther, the solid- and liquid-phase thermophysical properties of the
PCM are assumed to be equal and constant. For the pure materi-
als, the nondimensional pulse widths ��w� analyzed are 0.01 and
0.22. For a constant left wall temperature �TH

* �, the melting pro-
cess in a rectangular enclosure follows a sequence of four re-
gimes, each characterized by a unique Nusselt number �5,14�: �1�
conduction �Nu���SteH��−1/2��; �2� mixed conduction plus con-
vection �Nu���SteH��−1/2+Ra�SteH��3/2��; �3� convection �Nu
�Ra1/4�, and �4� shrinking solid regimes. Here, SteH=Cpf�TH

−Tmelt� /�H, and is based on the temperature difference �TH

−Tmelt� and the PCM’s specific heat, Cpf, which is assumed to be
the same for both solid and fluid phases. Detailed discussions of
the four regimes are given in Refs. �5,14�. It should be noted that
the Nusselt number is time dependent in the conduction and
conduction-plus-convection regime, but is time invariant during
the quasi-steady convection regime. For boundary temperatures
oscillating above and below the melting temperature of the PCM,
melting occurs during the hot period followed by solidification
during the cold period. If the pulse width is shorter than the
“steady-state” time required for melting, then the melting process
will not evolve through all the four different regimes.

Figure 2 shows the predicted PCM melt volume fraction at two
different Rayleigh numbers, for a pulse width of 0.01. The Stefan
number in the plots in this work is based on the melting period,
i.e., SteH=Cpf�TH−Tmelt� /�H. The phase change process for Ra
=106 and 108 reaches a periodic steady-state over a nondimen-
sional time of approximately 2 and 0.5, respectively. The time for
convection to set in during the melting process is given by 9
Ra−0.5/Ste �5�; this time scale is derived assuming that the initial
temperature of the domain is at the melting point.

For cases in which �w�9 Ra−0.5/Ste, i.e., for Ra=106, the pro-
cess is expected to be conduction dominated. For oscillating
boundary conditions with high-frequency pulsing, the boundary
layer response in conduction-dominated flow is confined to a thin
region adjacent to the surface. The thickness of the region over
which the pulse is felt is ���ef / f�1/2 in which f is the frequency

Fig. 2 Predicted temporal evolution of melt volume fraction
for two different Rayleigh numbers „Ra=106,108

…, Ste=1, Pr
=50, and �w=0.01
of the pulses and �ef =k / ���Cp�ef� where �Cp�ef ��H /�T. In non-
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imensional terms, this length scale may be written as
�Ste/ f�1/2 /H, where Ste takes appropriate values during the hot
nd cold periods. Since both the melting and solidification pro-
esses are conduction dominated for Ra=106, it is expected that
n average amount of energy, corresponding approximately to a
teady boundary temperature of �TH

* +TC
* � /2, enters the domain in

ach cycle. This “averaged” behavior is best illustrated by com-
aring the low-Ra behavior with the transient response of an en-
losure with the left wall raised to �TH

* +TC
* � /2 at �=0 and held at

his constant temperature. The melt volume fraction for this case
s shown in Fig. 2 and is labeled “average.” The pulsed case at
a=106 follows the “average” case closely.
In contrast, for Ra=108, the pulse width �w�9 Ra−0.5/Ste and

he phase change process enters a quasi-steady convection regime
n which the melt volume fraction scales as Ra0.25Ste �. As seen in
ig. 2, the correspondence between the net heat input into the
omain in the pulsed case and that for a fixed average boundary
emperature �“average” case� is no longer present when there is
ignificant convection. It should be noted that for the average
ases, the actual Rayleigh and Stefan numbers take half the values
f the equivalent pulsed cases.

Figure 3 shows the predicted wall Nusselt number once a peri-
dic steady state is achieved for Ra=108, Ste=1.0, and �w=0.01.
he wall Nusselt number is calculated using the expression

Nu =
hH

kf
= �− 1�	

0

1 � �T*

��
�

�=0

d� �5�

he heat extraction period in each pulse is denoted by negative
usselt numbers. At �=0, the Nusselt number is theoretically in-
nite, and this is also true at the instant when the left wall tem-
erature changes from hot to cold �this is represented in the plots
s a break in the Nusselt number curves�. As the melting process
volves, as discussed before, it follows a sequence of distinct
egimes characterized by unique Nusselt numbers. It should be
oted that the Nusselt number curves �at a periodic steady state�
uring the hot periods of the pulsed boundary temperature are
ery similar to those for a constant boundary temperature as dis-
ussed in Ref. �14� for Ra=108 and Ste=1.0. When the tempera-
ure on the left wall changes from TH

* to TC
* , solid begins to grow

rom the left wall �at the rate of �1/2 where Nu��−1/2 �3�� until the
eginning of the next period, at which time the cycle is repeated.

The effect of Stefan number is brought out in Fig. 4 for Ra
108. Here again, the pulse width �w is 0.01. If the imposed tem-
erature boundary conditions were constant and not pulsed, the

ig. 3 Predicted wall Nusselt number for a Ra=108, Ste=1.0,
r=50, and �w=0.01 at periodic steady state
tefan number would be inversely proportional to the time taken

ournal of Heat Transfer
to reach steady state, i.e., �ss�Ste−1. With an oscillating tempera-
ture boundary condition, the change in Stefan number affects the
average melt volume fraction for a given cycle �in both the hot
and cold periods� and also the total dimensionless time to reach a
periodic steady state. It may be recalled that the process is con-
duction dominated during both the melting and resolidification
periods for Ste=0.1. The same is not true for Ste=1.0 in this case,
natural convection is established during the melting period. Thus
it can be seen that there is a strong dependence of the melt volume
fraction on the Stefan number.

Figure 5 shows the effect of pulse width variation from �w
=0.01 and 0.22, for Ra=108, and Ste=1.0. For a nondimensional
pulse width �w=0.22, the phase change process establishes a
steady state even before the end of the pulse. This can be clearly
seen in Fig. 5. It should be noted that the pulse width affects the
total melted material during a given cycle and also the system
periodic steady-state time scale.

Fig. 4 Temporal evolution of predicted melt volume fraction
for two different Stefan numbers „0.1 and 1.0… and for Ra=108,
Pr=50, and �w=0.01

Fig. 5 Predicted temporal evolution of the melt volume frac-
tion for Ra=108, Ste=1.0, Pr=50, and two different pulse widths

„�w=0.01 and 0.22…

MARCH 2007, Vol. 129 / 397
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Metal Foams. Metal foams impregnated with PCMs are con-
idered next. The porosity of the metal foam is held constant at
.8 with a pore size �d /H� of 0.0135. The ratio of the average
igament diameter of the foam to the mean cell size is 0.1875,
ith the average ligament diameter being 0.36 mm. The ratio of

he metal foam-to-PCM thermal conductivity ��� is 1000, while
he ratio of thermal capacitances ��� is unity. The nondimensional

elting temperature of the PCM is fixed at 0.3. The metal foam–
CM system steady state is dictated by the time for heat exchange
etween the metal foam and the PCM, �1−
�� /Nui �14�. As long
s the heat exchange time is short compared to the response times
f the two phases �PCM and metal foam�, the two phases develop
ogether in a coupled manner and the time to steady state is de-
ermined by the faster phase �14�. Therefore, it is expected that the
ime to reach steady state for the foam–PCM system is dictated by
he metal foam response time ��� /�� due to the short heat ex-
hange time between the two phases. A detailed discussion of the
oam–PCM composite time scales and the effect of interstitial
usselt number and temperature fields on the heat transfer char-

cteristics for a constant temperature boundary condition can be
ound in Ref. �14�. The response time for the metal foam–PCM
omposite is faster by O�10−3� than the PCM-only case discussed
arlier. After initial computational experiments with constant tem-
erature boundary conditions �not discussed here�, it was found
hat the metal foam–PCM system reached a steady state at a di-

ensionless time of 0.008. Hence, the pulse widths employed in
he following discussions, 0.002 and 0.008, are much shorter than
or the PCM-only cases discussed before.

Figure 6 shows the melt volume fraction as a function of
��s /� f� for Ra=106, �w=0.002, Ste=1, 
=0.8, Pr=50, Da
10−2, and interstitial Nusselt number of 5.9. Since metal foam is

he dominating scale, the dimensionless time is renormalized in
erms of thermal diffusivity of the foam �s. When Nui� �1−
��,
he interphase heat exchange time is shorter than the diffusion
ime for metal foam �which is the fast-response phase� and the
ystem steady state is dictated by the metal foam time scale. In the
resence of the foam during the melting period, convective flow
n the melt is impeded due to low values of the parameter
a Da2�=100�. Conduction-dominated profiles result, limiting the
aximum possible melt volume fraction to �1−Tmelt

* � �14�, i.e.,

ig. 6 Predicted melt volume fraction for Ra=106, Pr=50, Da
10−2, Ste=1.0, and �w=0.002
oth the temperature profile in the metal foam and the PCM are

98 / Vol. 129, MARCH 2007
straight lines and the melt volume fraction is thus the region T*

�Tmelt
* . As expected for �w�� /�, the melt volume fraction is

less than �1−Tmelt
* �. During the cold pulse period, the system

steady state again is dictated by the metal foam, and the PCM
foam cools off before the end of the pulse, i.e., the system reaches
a periodic steady state much faster than the no-foam case dis-
cussed, by almost O�10−2�.

Figure 7 shows the Nusselt number at the hot wall for the case
considered in Figure 6. The Nusselt number is defined as

Nutotal = Num + Nuf = − �1 − 
��	
0

1 � �Tm
*

��
�

�=0

d�

− 
	
0

1 � �Tf
*

��
�

�=0

d� �6�

It should be noted that in Fig. 6, that the x axis is plotted in terms
of ���s /� f�. Initially, the heat transfer from the wall is large, but it
drops rapidly as both the metal and PCM heat up. In the presence
of foam, heat transfer is conduction dominated, and at steady
state, the dimensionless temperature gradient at the wall for both
metal foam and PCM is unity. Hence, for a constant temperature
boundary condition, the Nusselt number asymptotes �drops� to
Nutotal�
+ �1−
�� at steady state. Since �w��ss, Nutotal is higher
than 
+ �1−
��. It can be seen from Fig. 7 that Nutotal→0 as the
cold part of the cycle progresses, since the left and right walls are
both subjected to TC

* during this period. It should be noted that the
Nusselt number for the case with foam is higher by an order of
magnitude compared to the no-foam case discussed earlier.

The pulses of longer duration, in which the pulse width is cho-
sen such that the phase change process reaches a steady state
before the end of the hot period, are considered next. Figure 8
shows the melt volume fraction as a function of ���s /� f� for Ra
=106, �w=0.008, Ste=1, 
=0.8, Pr=50, Da=10−2, and interstitial
Nusselt number of 5.9. Since the process is conduction dominated,
the system reaches a periodic steady state as discussed for the
previous case. The increase in pulse width increases the amount of
melted PCM during the hot period. As discussed before, the melt
volume fraction asymptotes to �1−Tmelt

* �. During the cold pulse

Fig. 7 Predicted wall Nusselt number for Ra=106, Pr=50, Da
=10−2, Ste=1.0, and �w=0.002
period, the PCM-foam system cools off before the end of the
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ulse.
When the Rayleigh number is increased from 106 to 108 �results

ot shown�, the melt volume fraction at periodic steady state in-
reases from 0.7 to 0.74; however, the overall behavior is similar
o that for Ra=106 as discussed above. Similarly, a decrease in
tefan number from 1.0 to 0.1 with Ra=106 �results not shown�
ecreases the rate of melting due to the thermal inertia associated
ith phase change and the concomitant relative increase in the

atent heat of fusion.

onclusions
Solid/liquid phase change occurring in a rectangular container

ith and without metal foams under periodic pulsed heating is
nvestigated. For the case of a pure PCM without a metal foam,
he combined effect of pulse width and natural convection in the

elt is found to have a profound effect on the overall melting
ehavior. For a pulse width �w�Ra−0.25/Ste, the phase change
rocess exhibits an averaged behavior corresponding to steady
all heating at the mean wall temperature. For �w� Ra−0.25/Ste,
atural convection effects becomes important and averaged be-
avior is not recovered.

For the metal foam–PCM composite case investigated, the heat
ransfer process is conduction dominated, irrespective of the pulse
idth value. The response time for the metal foam–PCM compos-

te is faster by O�10−3� than the PCM-only case. Since this time
cale is relatively short, a periodic steady state is established rap-
dly in PCM-impregnated metal foams.
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omenclature
Cp � isobaric specific heat, J kg−1 K−1

Da � Darcy number �K1/2 /H�
d � mean pore diameter �m�
f � frequency �s−1�

F � inertial coefficient
g −2

ig. 8 Predicted melt volume fraction for Ra=106, Pr � 50,
a=10−2, Ste=1.0, and �w=0.008
� gravity vector �ms �

ournal of Heat Transfer
H � height of the enclosure �m�
hv � volumetric heat transfer coefficient

�W m−3 K−1�
K � permeability �m2�
k � thermal conductivity �W m−1 K−1�

ke � equivalent thermal conductivity �W m−1 K−1�
Nui � interstitial Nusselt number �hvH2 /kf�

Nui,d � interstitial Nusselt number based on pore
diameter

P � pressure �N m−2�
Pr � Prandtl number �� f /� f�
Ra � Rayleigh number �g�H3�TH−TC� / �� f� f��
Ste � Stefan number ��Cp� f�TH−TC� /�H�

T � temperature �K�
t � time �s�

U � velocity vector �ms−1�
V � volume �m3�

u ,v � velocity in x and y directions �ms−1�
x ,y � Cartesian coordinates

Greek Symbols
� � thermal diffusivity �m2 s−1�
� � coefficient of thermal expansion �K−1�

�H � enthalpy of freezing/melting �J kg−1�

 � Porosity
 � fraction of liquid melt in the PCM
� � dimensionless y coordinate
	 � fraction of liquid PCM �=
�
� � conductivity ratio of foam and PCM �km /kf�
� � dynamic viscosity �N s m−2�
� � density �kg m−3�
� � dimensionless time
� � kinematic viscosity �m2 s−1�
� � dimensionless x coordinate

� � volumetric heat capacity ratio of foam and
PCM ��Cp�m / ��Cp� f

Subscripts
C � cold
d � diameter

ef � effective fluid property
f � PCM

H � hot; height of enclosure
l � liquid
p � pore or particle
m � metal foam
s � solid �PCM�

ss � steady state
w � pulse width

Superscripts
* � dimensionless quantity
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eat transfer inside flexible thin-film channels having nonuniform
eight distributions is analyzed in this work. The terminology
flexible thin film channel” is referred to a thin-film channel hav-

ng two plates separated by soft elastic seals. The fluidic volume
nclosed between the plates can expand due to any increase in the
uid pressure. This expansion which is determined from the height
distance between the plates) distribution is related to the pressure
rop and the seals stiffness by applications of force or moment
alance laws on the mobile plate. The seals stiffness parameter
S�, Peclet number (Pe), dimensionless inlet height �Hi�, and the
spect ratio ��� are found to be the controlling parameters. It is
ound that flexible thin-film channels with flexible plates produce
dditional cooling over the cooling effect for those having inflex-
ble plates. The heated plate temperature when plates are flexible
s lower than that for the other case by more than 14.8% when
e ��1.0 and Hi=3.0 Moreover, the cooling effect of flexible

hin-film channels is found to increase relative to rigid thin-film
hannels as the S and Pe � decrease. Finally, it is recommended to
reat flexible thin-film channels as rigid ones when SA�3.45 (in-
exible plates case) or SB�10 (flexible plates case).
DOI: 10.1115/1.2430729�

eywords: flexible thin film channel, heat transfer, seals,
onvection, stiffness

Introduction
Various engineering applications utilize fluidic thin-film chan-

els such as heat pipes and microchannel heat sinks. For example,
icrochannel heat sinks are found to be feasible for removing the

xcessive heating �1–3� associated with electronic devices. How-
ver the rapid development in electronics and microelectrome-
hanical systems �MEMS� applications requires further removal
f heats. As such, new technologies were developed in order to
nhance heat transfer. For example, the use of porous medium in
ooling of electronic devices is found to enhance heat transfer �4�.
owever, it creates a substantial increase in the pressure drop.
urthermore, Bowers and Mudawar �5� have shown that two
hase flow is capable of removing maximum heat fluxes gener-
ted by electronic packages however; the cooling system may
ecome unstable near certain conditions.

Recently, Khaled and Vafai �6,7� have provided new solutions
or enhancing heat transfer by utilizing “flexible thin film chan-
els.” The flexible thin film channel is composed of two plates
hich are separated from each other by soft seals �Fig. 1�. The

erminology “soft seals” is used in this work to refer to elastic
eals �e.g., made from elastic polymers� having elastic modulus

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 5, 2005; final manuscript

eceived May 22, 2006. Review conducted by Ranga Pitchumani.

ournal of Heat Transfer Copyright © 20
coefficients lower than 2 MPa. Therefore, the volume between the
plates where the coolant flows through expands due to any in-
crease in the coolant pressure. Khaled and Vafai �7� demonstrated
that significant cooling can be achieved due to the expansion of
flexible thin-film channels compared to the cooling effect pro-
duced by rigid channels. The height of the flexible thin film chan-
nel is referred to as the distance between its plates �Fig. 1� which
is usually between 10 �m and 1 mm. It is worth noting that
Khaled and Vafai �6,7� considered flexible thin-film channels that
expand uniformly along the flow direction. In contrast, they may
encounter nonuniform expansions in many situations.

In this work, heat transfer inside flexible thin-film channels
with nonuniform height profile �see Fig. 1� is analyzed. Two cases
are considered: Case A: flexible thin-film channels with inflexible
plates, and Case B: flexible thin-film channels with one flexible
plate. For both cases, the height distribution is related to the total
pressure drop in the coolant. The relation is obtained by applying
the force or moment balance laws on the mobile plate accounting
for the elastic forces and moments exerted by the seals. The gov-
erning momentum and energy equations are properly nondimen-
sionalized and solved numerically in order to explore the dynamic
and thermal behaviors of flexible thin film channels.

2 Problem Formulation
Consider a two-dimensional flexible thin-film channel that has

small heights h�x� compared to its length B. The x axis is taken
along the coolant flow direction while the y axis is taken along its
height as shown in Fig. 1. The width of the thin film channel, D,
is assumed to be large enough such that two-dimensional flow
between the plates is assumed. The height is considered to have
the following generic form

h�x�
he

= �� hi

he
�1/n

− �� hi

he
�1/n

− 1�� x

B
��n

�1�

where n, he, and hi are the power-law index, exit, and inlet
heights, respectively. When n=1.0, the inclination angle of the
upper plate is uniform. This is the case when the upper plate is
inflexible. However, the upper plate deflects with different slops
due to variations in the pressure when it is flexible which is the
case when n�1.0. Later on, the relation between the height pro-
file, seals stiffness, and the total pressure drop will be derived for
n=1.0 and n=0.25. The case when n=0.25 represents the height
profile when the upper plate stiffness �due bending around the z
axis� is negligible compared to the seals stiffness.

The fluid is assumed to be Newtonian and the flow inside the
flexible thin-film channel is considered to be laminar with negli-
gible convective momentum terms. Therefore, the velocity field,
Reynolds equation, and the energy equation are �6�

u�x,y� =
�h�x��2

2�

dP

dx
	� y

h�x��2

− � y

h�x��
 �2�

��x,y� = −
�h�x��3

2�

d2P

dx2 	1

3
� y

h�x��3

−
1

2
� y

h�x��2

+

�h�x��2

2�

dP

dx
	1

2
� y

h�x��2dh

dx

 �3�

d

dx
	�h�x��3dP

dx

 = 0 �4�

�cp�u
�T

�x
+ �

�T

�y
� = k

�2T

�y2 �5�

where T, u, �, �, P, �, cp, and k are the fluid’s temperature, axial
velocity, normal velocity, fluid’s density, pressure, fluid’s dynamic
viscosity, fluid’s specific heat, and the fluid’s thermal conductivity,

respectively.
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The following dimensionless variables are utilized

X =
x

B
�6a�

� =
Yhe

h�x�
�6b�

U =
u

uo
�6c�

V =
�

uo�he/B�
�6d�

� =
T − Ti

qhe/k
�6e�

here q , u0, and Ti are the applied heat flux at the lower plate,
eference velocity, and the inlet temperature, respectively. There-
ore, Eqs. �2�, �3�, and �5� and the solution of Eq. �3� can be
educed to the following

P�X� − Pe

Pi − Pe
=

1

�Hi
�1−3�/n − 1�

�− 1 + �Hi
1/n − �Hi

1/n − 1�X�1−3n� �7�

U�X,Y� = 6�1 − 3n�
�Hi

1/n − 1�
�Hi

�1−3n�/n − 1�H
�� − �2� �8�

V�X,Y� = 6n�1 − 3n�
�Hi

1/n − 1��Hi − 1�1/n

�Hi
�1−3n�/n − 1�H1/n ��3 − �2� �9�

6�1 − 3n�
�Hi

1/n − 1�
�Hi

�1−3n�/n − 1�
H�� − �2�

��

�X
=

1

Pe �

�2�

��2 �10�

here Pi and Pe are the pressures at the inlet and exit, respec-
ively. The Peclet number Pe, aspect ratio � ,H, and Hi are defined
s follows

Pe =
�cpuohi

k
�11a�

� =
he

B
�11b�

H =
h

he
�11c�

Hi =
hi

he
�11d�

here u0= �Pi− Pe�he
2 / �12�B�. The dimensionless wall shear

tress is equal to

	* =
− ����u/�y�y=0�AVG

�Pi − Pe��
=

1

2
�1 − 3n

1 − 2n
��Hi

�1−2n�/n − 1

H�1−3n�/n − 1
� �12�

ig. 1 Side and front sectional views for a flexible thin film
hannel
i
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2.1 Case A: Flexible Thin Film Channels With Inflexible
Plates „n=1.0…. The dimensionless height for this case varies with
X according to the following relation

H�X� = Hi − �Hi − 1�X �13�

The dimensionless inlet height Hi is related to the total pressure
drop �Pi− Pe� by applying the balance of moments around the
upper plate end point �Fig. 1� accounting for elastic forces �8�
exerted by seals. This reveals the following equation

− D�
0

B

�P − Pe��B − x�dx = Km
 � tan 
 = �Hi − 1�� �14�

where Km and 
 are the seals stiffness and the inclination angle of
the upper plate, respectively. The solution of Eq. �14� prescribes
the following relation

SA �
Km�

�DB�Pi − Pe��B
=

Hi
2

�Hi
2 − 1��Hi − 1�2�Hi

2
+

1

Hi
−

1

2

−
ln�Hi�

�Hi − 1�� �15�

where SA is the dimensionless stiffness parameter for this case.

2.2 Case B: Flexible Thin-Film Channels Having Flexible
Upper Plates „n=0.25…. The dimensionless height for this is ex-
pressed by the following relation

H�X� = 1 + �Hi − 1�� P − Pe

Pi − Pe
� �16a�

SB �
Khe

Pi − Pe
=

1

Hi − 1
�16b�

where K and SB are the seals stiffness per unit plate surface area
and the corresponding dimensionless stiffness parameter, respec-
tively. It is assumed in this equation that the pressure is linearly
proportional to the deflection of the upper plate with a constant of
proportionality equal to K. This is valid as long as the upper plate
stiffness is negligible compared to the seals stiffness �9�. Solving
Eq. �4� for P and substituting P in Eq. �16� results in the following
height profile

H�X� = �4 Hi
4 − �Hi

4 − 1�X �17�

Note that Eq. �17� is similar to Eq. �1� when n=0.25.

2.3 Thermal Boundary Conditions. Uniform wall heat flux
is assumed at the lower plate while the upper plate is considered
to be insulated. The upper plate can be, for example, a rigid glass
plate or a flexible plastic plate. Thus, the imposed boundary con-
ditions are

��X,0� = 0, � ��

��
�

x,�=0

= − H�X�

� ��

��
�

X,�=1

= − �2H�X��H�X� − 1�� ��

�X
�

X,�=1

� 0 �18�

The mean bulk temperature is equal to

�m�X� � �
0

1

U�X,����X,��d���
0

1

U�X,��d�

=
�Hi

�1−3n�/n − 1�
�Hi

1/n − 1��1 − 3n�
� X

Pe �
� �19�

For low values of Pe �, the thermal entrance region can be ne-
glected, thus the average dimensionless lower plate temperature

��W�AVG is approximated by the following
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��W�AVG =�
0

1

��X,0�dX = 0.372
�Hi

�n+1�/n − 1�
�n + 1��Hi

1/n − 1�

+
Hi

�1−3n�/n − 1

2�Hi
1/n − 1��1 − 3n�Pe �

�20�

efine �MAX and fMAX as the maximum ratio of ��W�AVG and 	*

o ��W�AVG and 	* when S tends to infinity �rigid thin film chan-
els�, respectively. They are equal to

�MAX �
Hi

�1−3n�/n − 1

�Hi
1/n − 1��1 − 3n�

�21a�

fMAX = �1 − 3n

1 − 2n
��Hi

�1−2n�/n − 1

Hi
�1−3n�/n − 1

� �21b�

Numerical Methods
Equation �10� was descritized using three points central differ-

ncing in the � direction and two points backward differencing in
he X direction. The resulting tridiagonal system of algebraic
quations at X=�X��X=��=0.005� was then solved using Tho-
as algorithm �9�. The same procedure was repeated for subse-

uent X values until X=1.0. Excellent agreement was found be-
ween the numerical results and the results of Eq. �20� as shown in
ig. 2. The maximum relative error was found to be 0.4% at
e �=0.05. Minimum and maximum values of Pe � are taken to
e Pe �=1.0 and Pe �=50, respectively. A flexible thin-film chan-
el with he=100 �m and B=3 mm has Pe �=1.0 when u0
0.03 m/s �water as coolant�. Minimum SA and SB values are

elected to be 1.0. This corresponds to Km=29.2 N �m�D
1 mm� and K=1080 kN/m3. For seals with square crosssection,

he seals stiffness per unit plate area is approximated by K
2E /D, where E is the seals elastic modulus. Thus, K=2
106 kN/m3 when E=1 MPa for rubber seals while it is equal to
=2000 kN/m3 when E=1 kPa for soft seals.

Discussion of the Results
Equations �15� and �17� predict that Hi decreases as the SA and

B increase. It can also be proposed based on these equations that
exible thin-film channels may be treated as rigid thin-film chan-
els when SA�3.45 or SB�10. These values result in Hi�1.10.
he effects of SA and SB on ��W�AVG are illustrated in Fig. 2. As

ig. 2 Variation of the dimensionless average lower plate tem-
erature „�W…AVG with the dimensionless stiffness parameters
A and SB
he supporting seals become softer �when S decreases�, the value

ournal of Heat Transfer
of ��W�AVG decreases. This reduction becomes apparent when
SA�3.45 and Pe ��5.0. For example, Fig. 2 shows that flexible
thin-film channels with inflexible plates �Case A� having SA=1.0
produce 16% reduction in ��W�AVG at Pe �=1.0 relative to
��W�AVG produced by rigid thin-film channels �SA→ � �. The cool-
ing effect increases as both SA and Pe � decrease. Figure 2 also
shows that the maximum percentage reduction in ��W�AVG relative
to that for rigid thin films �SB→ � � is 29% for Case B when SB

=Pe �=1.0. As such flexible thin-film channels of Cases A or B
are preferred to be utilized at lower values of Pe �. It can be
depicted from Fig. 3 that the maximum reduction in ��W�AVG as-
sociated with Case B is lower than that for Case A by 55% �when
Hi=3.0 where ��MAX�A=0.22; ��MAX�B=0.1�, while the maximum
increase in wall shear stress for Case B is greater than that for
Case A by 44%. The former percentage is greater than the latter
one which demonstrates the superiority of flexible thin-film chan-
nels with flexible plates over those with inflexible plates. Finally,
Correlation �22� is generated for design purposes to relate
��W�AVG to Hi , n, and Pe � for the following range: 1.0�Hi

�3.0,1.0�Pe ��50 and 0.25�n�2.0

��W�AVG =
0.14 ln−0.324Hi

−1.972 + 0.864n0.0741�Pe ��0.0184

�4.143�Pe ��1.463 − 2.240Hi
−1.980�0.251 �22�

The maximum percentage error between the results of the corre-
lation and the numerical results is about 10%. When Hi=1.5, 2.0,
and 3.0, the additional cooling effect produced by Case B relative
to Case A which is measured by ���W�AVG�A− ���W�AVG�B /
���W�AVG�A is 2.7%, 6.4%, and 14.8%, respectively, when Pe �
=1.0.

5 Conclusions
Heat transfer inside flexible thin-film channels having nonuni-

form height distributions was analyzed in this work. The concen-
tration of this work was on two different cases which have a
strong physical basis: Case A: flexible thin-film channels having
inflexible plates while the flexible thin-film channels falling under
Case B have flexible upper plates. The expansion of the analyzed
systems which is determined from the height profile was related to
the pressure drop and the seals stiffness by the application of force
or moment balance laws on the mobile plate. The governing mo-
mentum and energy equations were properly nondimensionalized
and reduced to simpler forms for small Reynolds numbers. The
reduced equations were then solved numerically using an implicit
method. It was found that flexible thin-film channels with flexible
plates enhances heat transfer better than those with inflexible

Fig. 3 Variation of �MAX and fMAX with the inlet dimensionless
height Hi
plates especially as the stiffness parameter, Peclet number, and
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spect ratio decrease. Finally, It is recommended to treat flexible
hin-film channels as rigid thin film channels when SA�3.45 or
B�10.

omenclature
B � flexible thin film channel’s length
cp � fluid’s specific heat
D � flexible thin film channel’s width
E � seals modulus of elasticity
H � dimensionless flexible thin film channel height
Hi � dimensionless flexible thin film channel inlet

height
h � flexible thin film channel height
hi � flexible thin film channel inlet height
he � flexible thin film channel exit height

Km � effective seals stiffness �Case A�
K � seals stiffness �Case B�
k � fluid’s thermal conductivity

Pe � Peclet number
P � fluid’s pressure
Pi � inlet pressure
Pe � exit pressure
q � applied heat flux

SA � dimensionless stiffness parameter �Case A�
SB � dimensionless stiffness parameter �Case B�

T, Ti � temperature in fluid and the inlet temperature
U ,u � dimensionless and dimensional axial velocities

u0 � reference speed
V ,� � dimensionless and dimensional normal
velocities

04 / Vol. 129, MARCH 2007
X ,x � dimensionless and dimensional axial
coordinates

y � dimensional normal coordinate

Greek Symbols
� � aspect ratio
� � fluid’s dynamic viscosity

� ,�m � dimensionless temperature and dimensionless
mean bulk temperature

��W�AVG � average dimensionless lower plate temperature
� � fluid’s density
� � dimensionless y coordinate
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